
Copyright 2007 Psychonomic Society, Inc.	 436

Reading	a	passage	from	a	favorite	novel	makes	it	clear	
that	language	evokes	emotion.	In	addition,	empirical	stud-
ies	have	shown	that	emotions	that	are	evoked	by	language	
can	be	powerful	(Velten,	1968)	and	can	have	an	impact	
on	judgments	(Johnson	&	Tversky,	1983).	Nonetheless,	
the	interaction	between	emotion	and	language	is	not	well	
understood.	Oatley	(1994)	suggests	that	since	Aristotle,	
one	explanation	is	based	on	the	notion	of	simulation.	We	
briefly	review	recent	theory,	data,	and	methods	investigat-
ing	simulation	in	language	comprehension	and	in	social	
cognition	before	introducing	a	new	method	to	study	the	
relation	between	emotion	and	language	comprehension.	
In	this	article,	we	present	initial	evidence	consistent	with	
(1)	a	simulation	account,	and	(2)	the	idea	that	the	effect	
of	emotion	on	language	comprehension	is	likely	to	result	
from	processes	other	than	initial	lexical	access.

By	“simulation	during	language	comprehension,”	we	
mean	that	a	neural	process	ordinarily	having	a	nonlinguis-
tic	function	(e.g.,	action,	perception,	emotion)	is	also	used	
during	language	comprehension.	In	addition,	the	simu-
lation	may	be	functional	in	that	it	plays	a	causal	role	in	
language	comprehension.	As	we	will	review	shortly,	the	
case	for	functional	simulation	is	strongest	in	the	domains	
of	action	and	perception.	The	evidence	that	we	present	for	
simulation	using	emotion	is	only	initial;	that	is,	the	func-
tional	role	has	yet	to	be	secured.

The	case	for	simulation	of	action	during	language	com-
prehension	is	very	strong	because	of	converging	evidence	
from	behavioral,	physiological,	and	neuroscience	tech-
niques.	Glenberg	and	Kaschak	(2002;	see	also	Zwaan	
&	Taylor,	2006)	demonstrated	a	relation	between	action	

and	language	comprehension	by	using	behavioral	meth-
ods.	Participants	read	sentences	describing	action	away	
from	the	body	(e.g.,	You handed Courtney the notebook)	
or	toward	the	body	(Courtney handed you the notebook)	
and	judged	whether	the	sentences	were	sensible.	Partici-
pants	responded	“sensible”	by	reaching	toward	a	button	
far	from	the	body	in	one	condition	and	toward	the	body	
in	the	other	condition.	Participants	were	faster	to	make	
“sensible”	judgments	when	the	action	that	was	implied	
by	the	sentence	(e.g.,	away	from	the	body)	was	compat-
ible	with	the	action	required	to	make	the	response.	These	
data	support	the	claim	that	language	comprehension	in-
volves	simulation	grounded	in	neural	systems	for	action.	
Using	fMRI,	Hauk,	Johnsrude,	and	Pulvermüller	(2004)	
demonstrated	that	the	motor	and	premotor	cortex	are	ac-
tivated	in	a	somatotopic	fashion	while	silently	reading	ac-
tion	verbs,	such	as	kick,	pick,	and	lick.	That	is,	in	addition	
to	activation	in	traditional	language	areas,	understanding	
the	word	kick	initiated	activation	in	areas	of	the	motor	and	
premotor	cortex	that	control	the	leg,	whereas	understand-
ing	the	word	pick	initiated	activation	in	areas	that	control	
the	hand,	and	so	on.	Evidence	consistent	with	the	claim	
that	the	simulation	is	functional	comes	from	the	use	of	
transcranial	magnetic	stimulation	(TMS).	Thus,	Buccino	
et	al.	(2005)	demonstrated	that	sentences	about	hand	ac-
tion	modulated	muscle	activation	in	the	hand	when	a	TMS	
pulse	was	applied	to	the	hand	motor	area.

The	case	for	the	use	of	perceptual	systems	in	language	
comprehension	is	also	strong.	Kaschak	et	al.	(2005)	asked	
participants	to	judge	the	sensibility	of	sentences	describ-
ing	motion	 in	a	particular	direction	 (e.g.,	The train is 
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We	report	a	novel	finding	on	the	relation	of	emotion	and	language.	Covert	manipulation	of	emotional	facial	
posture	interacts	with	sentence	valence	when	measuring	the	amount	of	time	to	judge	valence	(Experiment	1)	
and	sensibility	(Experiment	2)	of	the	sentence.	In	each	case,	an	emotion–sentence	compatibility	effect	is	found:	
Judgment	times	are	faster	when	facial	posture	and	sentence	valence	match	than	when	they	mismatch.	We	inter-
pret	the	finding	using	a	simulation	account;	that	is,	emotional	systems	contribute	to	language	comprehension	
much	as	they	do	in	social	interaction.	Because	the	effect	was	not	observed	on	a	lexical	decision	task	using	
emotion-laden	words	(Experiment	3),	we	suggest	that	the	emotion	simulation	affects	comprehension	processes	
beyond	initial	lexical	access.
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approaching)	while	watching	a	visual	display	depicting	
matching	or	mismatching	motion.	Kaschak	et	al.	(2005)	
found	that	the	depicted	motion	affected	the	time	needed	to	
comprehend	sentences	describing	motion	in	the	same	di-
rection.	Furthermore,	Tettamanti	et	al.	(2005)	used	fMRI	
to	demonstrate	that	listening	to	sentences	describing	vis-
ible	action	selectively	activates	area	V5,	which	is	known	
to	function	in	the	perception	of	visual	motion.

The	case	for	emotion	simulation	during	language	com-
prehension	is	weaker.	There	is,	for	example,	literature	on	
the	emotional	Stroop	effect,	but	there	is	controversy	over	
its	 interpretation	(see,	e.g.,	Larsen,	Mercer,	&	Balota,	
2006).	There	are	limited	interactions	between	mood	and	
lexical	decisions	(Innes-Ker	&	Niedenthal,	2002),	but	it	is	
not	clear	whether	other	language	processes	are	affected.

In	contrast,	the	case	for	emotion	simulation	in	social	
cognition	is	growing.	For	instance,	simulation	has	been	
proposed	as	a	mechanism	for	empathy	(Decety	&	Grezes,	
2006).	Using	fMRI,	Carr,	Iacoboni,	Dubeau,	Mazziotta,	
and	Lenzi	(2003)	found	that	observation	and	imitation	
of	emotional	facial	expressions	activate	the	same	neural	
areas	of	emotion,	as	well	as	motor	areas	associated	with	
the	mirror	neuron	system	(Rizzolatti,	Fogassi,	&	Gallese,	
2001).	Motor	system	activity	is	consistent	with	the	find-
ing	that	observed	emotional	facial	expressions	automati-
cally	activate	viewers’	facial	musculature	(Dimberg,	1982;	
Dimberg,	Thunberg,	&	Elmehed,	2000).	This	link	is	bidi-
rectional:	Self-generated	facial	expressions	of	emotion	
	facilitate	perception	of	those	expressions	appearing	in	oth-
ers	(Niedenthal,	Brauer,	Halberstadt,	&	Innes-Ker,	2001).	
And	Levenson,	Ekman,	and	Freisen	(1990)	demonstrated	
that	changing	facial	posture	generates	emotion-specific	
autonomic	activity.	Facial	posture	may	thus	be	part	of	a	
functionally	 integrated	emotion	simulation	system	for	
producing	adaptive	social	actions	(de	Gelder,	2006).

The	work	reported	in	this	article	is	intended	to	help	de-
velop	the	claim	that	emotion	simulation	occurs	and	has	a	
functional	role	in	the	domain	of	language	comprehension	
by	using	a	behavioral	task.	To	do	so,	we	measured	the	time	
needed	to	comprehend	sentences	describing	emotionally	
laden	events	when	the	participant	was	in	a	matching	or	
mismatching	emotional	state.	We	manipulated	emotion	
using	a	procedure	developed	by	Strack,	Martin,	and	Step-
per	(1988)	that	involves	holding	a	pen	in	the	mouth	to	pro-
duce	either	a	smile	(holding	the	pen	using	only	the	teeth)	
or	a	frown	or	pout	(holding	the	pen	using	only	the	lips	and	
not	the	teeth).	In	comparison	with	a	control	condition,	par-
ticipants	who	were	forced	to	smile	reported	greater	inten-
sity	of	felt	humor	in	response	to	cartoons,	and	participants	
who	were	forced	to	frown	reported	less	felt	humor	(Strack	
et	al.,	1988).	This	procedure	has	been	shown	to	reliably	
influence	positive	and	negative	emotional	experiences	in	
the	absence	of	conscious	mediation	(Strack	et	al.,	1988).	
If	emotion	simulation	occurs	during	language	comprehen-
sion,	we	would	expect	to	see	an	interaction	such	that	the	
processing	of	pleasant	sentences	is	faster	when	the	pen	is	
held	in	the	teeth	(and	participants	are	smiling)	than	when	
the	pen	is	held	in	the	lips	(so	that	smiling	is	prevented),	and	
vice	versa	for	the	time	to	process	unpleasant	sentences.

ExpErimEnt 1

method
Ninety-six	participants	from	the	University	of	Wisconsin,	Madi-

son,	were	given	course	credit	for	participating	in	a	sentence	judg-
ment	task.	Sentences	were	displayed	individually,	and	we	timed	
how	long	it	took	the	participant	to	decide	whether	the	sentence	de-
scribed	a	pleasant	or	an	unpleasant	event.	The	two	within-subjects	
independent	variables	were	sentence	valence	(positive	or	negative)	
and	pen	condition	(pen-in-lips	or	pen-in-teeth).	Ninety-six	stimulus	
sentences	(48	pleasant	and	48	unpleasant)	were	based	on	those	con-
structed	and	normed	by	Fischler.1

Example	pleasant	sentences:
The college president announces your name, and you proudly 
step onto the stage.
You and your lover embrace after a long separation.

Example	unpleasant	sentences:
The police car rapidly pulls up behind you, siren blaring.
Your supervisor frowns as he hands you the sealed envelope.

In	their	norming	procedure,	approximately	60	participants	rated	
each	of	the	original	sentences	on	a	scale	from	1	(most unpleasant)	
to	9	(most pleasant).	The	mean	was	2.92	(SD	5	.66)	for	the	unpleas-
ant	sentences	and	6.50	(SD	5	.58)	for	the	pleasant	sentences.

Participants	were	instructed	on	how	to	hold	a	pen	in	the	mouth	
using	just	the	teeth	and	just	the	lips.	They	were	told	that	the	purpose	
of	the	pen	manipulation	was	to	investigate	how	the	suppression	of	
speech	articulators	affects	sentence	processing.	Sentences	were	pre-
sented	one	at	a	time	on	a	computer	monitor.	The	participants	initi-
ated	the	presentation	of	a	sentence	by	pressing	the	space	bar,	which	
also	started	a	timer.	The	participants	used	the	index	fingers	of	both	
hands	to	judge	the	valence	of	each	sentence	as	either	“pleasant”	or	
“unpleasant”	by	pressing	the	“3”	key	(marked	“U”)	or	the	“0”	key	
(marked	“P”)	on	the	computer	keyboard.	Half	of	the	participants	
began	with	the	pen	in	their	teeth,	and	half	with	the	pen	in	their	lips.	
After	every	block	of	twelve	trials	(6	pleasant	and	6	unpleasant	sen-
tences,	randomly	intermixed),	participants	were	instructed	to	switch	
pen	condition.	This	instruction	also	enabled	the	experimenter	to	en-
sure	participants’	adherence	to	the	pen	manipulation.

results and Discussion
On	average,	participants	were	96%	correct.	Only	cor-

rect	trials	were	used	in	the	analysis	of	judgment	times,	and	
other	trials	were	eliminated	when	the	judgment	time	was	
greater	than	2.5	SDs	from	a	participant’s	mean	for	that	
condition.	The	results	of	Experiment	1	(Table	1)	demon-
strated	an	effect	of	emotions	on	speed	of	the	judgment.	
The	critical	 interaction	between	the	pen	condition	and	
sentence	valence	was	significant [F1(1,95)	5	4.41,	MSe	5	
87,320,	p	5	.03].2	Pleasant	sentences	were	read	54	msec	
faster	when	participants	were	smiling	(pen-in-teeth)	than	
when	they	were	frowning	(pen-in-lips);	unpleasant	sen-
tences	were	read	36	msec	slower	when	participants	were	
smiling	than	when	they	were	frowning.

table 1 
Judgment times (rts, in milliseconds) and proportions of 
Consistent Valence Judgments (Judg.) From Experiment 1

Sentence	Valence

Pleasant Unpleasant

	 Pen	Condition 	 RT 	 Judg. 	 RT 	 Judg. 	

Teeth	(smiling) 2,679 .96 2,684 .97
	 Lips	(frowning) 	 2,733 	 .97 	 2,648 	 .97 	
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One	could	argue	that	the	observed	emotional	congru-
ency	effect	is	not	a	product	of	comprehension	per	se,	but	
of	the	task	requirement	to	judge	the	emotional	valence	
of	the	sentences.	Therefore,	in	Experiment	2,	the	instruc-
tions	made	no	reference	to	the	emotional	valence	of	the	
sentences.

ExpErimEnt 2

method
Experiment	2	was	identical	to	Experiment	1	except	that	the	42	

participants	were	instructed	to	respond	to	the	sentences	as	either	
“easy”	or	“hard”	to	understand.	We	explained	that	most	of	the	sen-
tences	should	be	considered	easy	to	understand,	but	that	a	few	would	
be	hard	to	understand.	We	further	explained	that	the	purpose	of	the	
exercise	was	to	vet	our	stimuli	for	future	experiments.	Upon	exit,	
participants	were	asked	whether	they	suspected	that	the	pen	manipu-
lation	was	designed	to	influence	emotion,	and	we	removed	the	data	
for	those	few	(4)	who	responded	in	the	affirmative.

results and Discussion
On	 average,	 94%	 of	 the	 sentences	 were	 judged	 as	

“easy	 to	understand.”	Analyses	of	 the	 judgment	 times	
are	only	for	sentences	that	were	judged	“easy,”	and	we	
omitted	trials	with	judgment	times	greater	than	2.5	SDs	
from	each	participant’s	condition	mean	judgment	time.	
The	data	(Table	2)	replicated	those	of	Experiment	1.	For	
the	judgment	times,	the	interaction	between	the	pen	con-
dition	and	sentence	valence	was	significant	[F(1,37)	5	
7.52,	MSe	5	97,781,	p	5	.01].3	However,	the	interaction	
was	also	significant	for	judgment	accuracy	[F(1,37)	5	
8.39,	MSe	5	.001,	p	5	.01],	suggesting	the	possibility	of	a	
speed–accuracy	trade-off.4	We	reasoned	that	participants	
might	have	needed	some	experience	with	the	sentences	
before	they	could	establish	a	consistent	criterion	for	deter-
mining	whether	a	particular	sentence	was	easy	or	hard	to	
understand	and	that	variability	in	this	criterion	may	have	
affected	the	accuracy	(and	speed)	of	judgments	in	the	first	
part	of	the	experiment.	Thus,	we	analyzed	the	data	from	the	
first	half	and	the	second	half	of	the	experiment	separately.	
Consistent	with	our	reasoning,	for	the	first	half	of	the	ex-
periment	the	interaction	was	significant	for	judgment	ac-
curacy	[F(1,37)	5	7.14,	MSe	5	.002,	p	5	.01]	but	was	not	
significant	for	the	judgment	times	( p	.	.3).	For	the	sec-
ond	half	of	the	experiment,	the	interaction	was	significant	
for	judgment	times	[F(1,37)	5	5.92,	MSe	5	116,912,	p	5	
.02]	but	not	for	judgment	accuracy	( p	.	3).	Consequently,	

it	is	unlikely	that	the	interaction	in	the	judgment	time	data	
is	due	solely	to	a	speed–accuracy	trade-off.

ExpErimEnts 3A AnD 3B

Experiments	1	and	2	show	that	covert	manipulation	of	
emotional	facial	posture	(i.e.,	participants	are	unaware	
of	 the	 emotion	 manipulation)	 interacts	 with	 sentence	
valence	in	comprehension.	Thus,	the	data	are	consistent	
with	a	simulation	account	in	which	neural	systems	that	
function	during	emotional	processing	also	function	during	
language	comprehension.	Several	questions	remain,	how-
ever.	For	example,	is	the	emotion	simulation	functional?	
That	is,	does	it	have	a	causal	role	in	the	comprehension	
of	language	about	emotional	events?	The	data	are	con-
sistent	with	such	a	claim,	but	do	not	compel	it.	Another	
question	concerns	the	linguistic	level	at	which	the	simula-
tion	is	evoked.	For	instance,	simulation	may	be	evoked	at	
the	lexical	level,	as	was	suggested	by	Hauk	et	al.	(2004).	
	Lexical-level	models	of	language	comprehension	can	be	
made	consistent	with	a	simulation	account	by	supposing	
that	words	automatically	activate	other	associated	con-
cepts,	including	emotional	concepts.	As	a	good	example,	
affect	priming	theory	(Bower,	1981,	1991)	can	be	applied	
in	that	the	pen	manipulation	activates	an	emotion	node	
(e.g.,	the	“happy”	node),	which	in	turn	spreads	activation	
to	words	that	are	associated	with	that	emotion	(e.g.,	lover	
and	embrace	in	the	sentence	You and your lover embrace 
after a long separation).	On	balance,	words	that	occur	in	
pleasant	sentences	receive	more	positive	emotional	ac-
tivation	and/or	 less	negative	emotional	activation	than	
words	occurring	in	unpleasant	sentences.	Thus,	the	faster	
judgment	 times	 that	 were	 observed	 in	 Experiments	1	
and	2	could	have	resulted	from	the	faster	processing	of	
individual	words	that	were	automatically	primed	by	the	
pen-activated	emotion	node.

In	Experiment	3A	and	3B,	we	used	the	pen	manipula-
tion	in	a	lexical	decision	task	to	test	the	lexical	account	of	
Experiments	1	and	2.	We	constructed	prime-target	pairs	
with	 two	 types	of	prime	words	(neutral	or	associated)	
and	two	types	of	targets	(word	or	nonword).	In	Experi-
ment	3A,	target	words	were	taken	from	the	sentences	used	
in	Experiments	1	and	2.	In	Experiment	3B,	target	words	
were	strongly	valenced	positive	and	negative	words	that	
were	taken	from	the	ANEW	database	(Bradley	&	Lang,	
1999).	Lexical	decisions	should	be	faster	for	word	targets	
preceded	by	associated	primes	than	when	preceded	by	
neutral	primes.	In	addition,	if	the	pen	activates	semantic	
associations,	it	should	prime	emotion-congruent	targets,	
resulting	in	faster	lexical	decisions	in	both	the	associated	
word	prime	and	neutral	word	prime	conditions.

method
In	Experiment	3A,	38	participants	from	the	Madison,	Wisconsin	

area	were	recruited	and	were	paid	$5	for	their	participation.	The	
independent	variables	were	prime	type	(neutral	or	associated),	tar-
get	type	(word	or	nonword),	pen	condition	(pen-in-teeth	or	pen-in-
lips),	and	source-sentence	valence	(positive	or	negative).	To	derive	
the	96	target	words,	24	different	participants	were	asked	to	indi-
cate	the	single	word	“most	central	to	the	meaning	of	the	sentence”	
for	sentences	used	in	Experiments	1	and	2.	The	target	word	was	

table 2 
Judgment times (rts, in milliseconds) and proportions of 

“Easy” Judgments (Judg.) From Experiment 2

Sentence	Valence

Pleasant Unpleasant

	 Pen	Condition 	 RT 	 Judg. 	 RT 	 Judg. 	

First	Half	of	the	Experiment

Teeth	(smiling) 3,442 .93 3,489 .95
Lips	(frowning) 3,429 .94 3,353 .93

Second	Half	of	the	Experiment

Teeth	(smiling) 3,122 .95 3,235 .95
	 Lips	(frowning) 	 3,268 	 .95 	 3,112 	 .94 	
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the	word	chosen	most	often	by	these	participants.	On	average,	the	
target	words	were	chosen	by	51%	of	participants	(see	Table	3	for	
examples).	Pronounceable	nonword	targets	were	constructed	by	
transposing	the	letters	of	the	target	words.	Semantically	associated	
primes	were	generated	for	each	target	word	using	the	Edinburgh	as-
sociative	thesaurus	database.5	The	two	types	of	primes	were	crossed	
with	the	two	types	of	targets,	creating	192	pairs.	These	pairs	were	
repeated	so	that	each	one	occurred	once	for	each	participant	in	the	
pen-in-teeth	and	pen-in-lips	conditions,	resulting	in	384	trials.	The	
384	trials	were	divided	into	8	blocks	of	48,	and	each	block	contained	
12	exemplars	of	each	pair	combination.	Participants	were	told	that	
the	purpose	of	the	pen	manipulation	was	to	investigate	how	suppres-
sion	of	the	speech	articulators	(the	teeth	and	the	lips)	would	affect	
word	recognition.	Participants	switched	pen	conditions	after	each	
block	of	48	trials.

results
Mean	 accuracy	 was	 95%	 correct,	 with	 a	 range	 of	

85%–99%	correct.	Analyses	were	conducted	on	lexical	
decision	times	for	the	word	targets	for	correct	trials	only,	
and	all	times	greater	than	2.5	SDs	from	each	participant’s	
mean	were	eliminated.	The	relevant	means	are	presented	
in	Table	4.	There	were	no	statistically	reliable	effects	due	
to	the	pen	manipulation	[for	pen	condition,	F(1,37)	5	
1.06,	MSe	5	5,826,	p 5 .309,	and	for	the	interaction	of	
pen	condition	and	source-sentence	valence	(see	the	pen	
priming	effect	in	Table	4),	F(1,37)	5	0.73,	MSe	5	2,104,	
p 5 .399].6	The	absence	of	any	effect	that	was	due	to	the	
pen	manipulation	is	not	likely	to	reflect	low	statistical	
power,	because	the	experiment	was	powerful	enough	to	
produce	a	strong	effect	of	word	prime	condition	(see	the	
word	priming	effect	in	Table	4)	[F(1,37)	5	17.12, MSe	5	
87,925,	p	, .001].7	Thus,	the	experiment	demonstrates	
substantial	word-to-word	priming,	but	little	or	no	pen-to-
word	priming.

In	Experiment	3B,	an	additional	59	participants	were—
in	 an	 otherwise	 identical	 task	 and	 procedure—given	
strongly	valenced	positive	and	negative	target	words	taken	
from	the	ANEW	database	(Bradley	&	Lang,	1999).	Again,	
there	were	no	effects	that	were	due	to	the	pen	manipulation	
(F , 1	for	all	pen	condition	3	word	valence	interactions),	
but	there	was	a	significant	word	priming	effect	with	faster	
identification	times	for	targets	preceded	by	an	associated	
prime	than	by	a	neutral	prime	[F(1,58)	5	35.89, MSe	5	
218,034,	p	,	.001].8	In	conclusion,	the	pen	manipulation	
that	influenced	reading	judgments	and	comprehension	in	
Experiments	1	and	2	primes	neither	the	same	words	in	
isolation	(Experiment	3A)	nor	strongly	valenced	words	

(Experiment	3B).	We	concluded	that	the	effects	revealed	
in	Experiments	1	and	2	are	unlikely	to	arise	from	emo-
tion	simulation	activated	at	initial	lexical	access	and	that	
lexical	level	accounts—such	as	those	of	Bower	(1981,	
1991)—need	to	be	modified	to	account	for	these	data.	
For	example,	an	elaborated	version	of	APT	suggests	that	
mood	congruence	results	from	lexical-level	associations	
that	are	uncovered	by	extensive	processing	(Forgas,	1995).	
Alternatively,	emotion	simulation	may	affect	language	be-
yond	the	lexical	level.

GEnErAl DisCussion

In	 Experiments	1	 and	2,	 the	 manipulation	 of	 facial	
posture	influenced	the	speed	with	which	participants	re-
sponded	to	emotionally	valenced	sentences.	In	contrast,	
in	Experiments	3A	and	3B,	the	same	manipulation	failed	
to	influence	the	speed	of	responding	in	a	lexical	decision	
task,	even	for	strongly	valenced	target	words.	This	pat-
tern	of	results	suggests	that	emotion	simulation	during	
language	comprehension	is	not	a	lexical-level	phenom-
enon,	but	instead	affects	comprehension	at	the	level	of	
the	phrase	or	sentence.	This	finding	contributes	to	the	fol-
lowing	general	conclusion:	Different	neural	and	bodily	
systems	can	affect	simulation	at	different	levels	of	lan-
guage	processing.	Thus,	action	systems	appear	to	affect	
processing	at	both	the	lexical	(see,	e.g.,	Hauk	et	al.,	2004)	
and	sentential	(e.g.,	Glenberg	&	Kaschak,	2002)	levels,	
whereas	simulation	using	emotional	systems	is	predomi-
nantly	a	sentence-	or	phrase-level	phenomenon.	An	excep-
tion	to	this	conclusion	is	that	lexical	processing	on	words	
that	directly	name	emotions	(e.g.,	happy)	can	be	affected	
by	emotional	state	(Niedenthal,	Halberstadt,	&	Setterlund,	
1997).	This	overall	pattern	might	be	explained	in	terms	of	

table 3 
stimulus Examples From Experiment 3

	 	 Word 	 Nonword 	 Associate

Pleasant embrace bermace kiss
gorgeous rogogsue handsome
newborn bonrewn infant
partner raptern companion

Unpleasant police clipoe arrest
exam maxe grade
fin nif shark

	 	 insult 	 sulint 	 offend

table 4 
lexical Decision times (lDts, in milliseconds) and proportions Correct (prop.) 

for Word targets in Experiment 3

Neutral	Prime Associated	Prime

Source	Sentence 	 Pen	Condition 	 LDT 	 Prop. 	 	 LDT 	 Prop. 	 	 Word	Priming	Effecta 	 Mb

Pleasant Teeth	(smiling) 631 .96 609 .98 22 620
Lips	(frowning) 637 .96 609 .96 28 623
Pen	priming	effectc 23

Unpleasant Teeth	(smiling) 631 .95 600 .97 31 616
Lips	(frowning) 641 .96 602 .98 39 622
Pen	priming	effectc 	 26

aDifference	between	neutral	and	associated	prime.	 bAverage	of	neutral	and	associated	prime.	 cDifference	
between	mean	for	lips	and	mean	for	teeth.
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frequency	and	consistency	of	pairing	of	linguistic	expres-
sions	with	experiences.	Action	words—such	as	lick	and	
kick,	which	were	used	by	Hauk	et	al.	(2004)—may	be	con-
sistently	paired	with	the	literal	actions	(at	least	during	ac-
quisition).	Thus,	whenever	these	words	are	perceived,	they	
elicit	activation	in	the	motor	system.	Similarly,	words	that	
directly	name	emotions	(e.g.,	happy)	may	be	consistently	
paired	with	mood.	In	contrast,	the	emotional	content	that	
is	suggested	by	a	word	such	as	embrace	(Experiment	3)	
may	be	less	consistent	and	depend	on	the	sentential	con-
text	(e.g.,	contrast	embrace your lover	and	embrace of the 
snake).	In	this	case,	detectable	emotion	simulation	is	only	
apparent	at	the	sentential	or	phrasal	level.

Why	should	being	in	(or	the	ease	of	entering)	a	partic-
ular	emotional	state	facilitate	the	comprehension	of	the	
sentence?	We	outline	an	account	based	on	current	theories	
of	emotion	in	conjunction	with	the	indexical	hypothesis	
(IH;	Glenberg	&	Robertson,	1999).	According	to	the	IH,	
language	comprehension	requires	three	overlapping	pro-
cesses.	The	first	is	mapping	or	indexing	words	and	phrases	
to	objects	in	the	environment	or	analogical	perceptual	sym-
bols	(Barsalou,	1999).	The	second	process	is	the	derivation	
of	affordances	(Gibson,	1979)—that	is,	how	one	can	inter-
act	with	the	objects.	Affordances	depend	on	characteristics	
of	the	body,	such	as	size	and	morphology.	For	example,	a	
chair	affords	sitting	for	a	human,	but	not	for	a	whale,	and	a	
chair	affords	hiding	for	a	child,	but	not	for	an	adult.	Third,	
syntax	guides	the	combination	of	affordances	to	accom-
plish	goals	(Chambers,	Tanenhaus,	&	Magnuson,	2004;	
Kaschak	&	Glenberg,	2000).	In	brief,	the	IH	proposes	that	
language	comprehension	results	from	a	simulation	of	the	
actions	that	underlie	the	meaning	of	the	sentence.

Several	contemporary	theories	of	emotion	(see,	e.g.,	
Barrett,	2006;	Frijda,	1986)	propose	that	emotion	prepares	
the	body	for	appropriate	actions.	For	example,	positive	
affect	prepares	the	body	to	approach,	whereas	negative	af-
fect	prepares	the	body	to	avoid.	Because	emotions	produce	
physical	changes	in	the	body	(Davidson,	1994;	Levenson,	
2003;	McIntosh,	Zajonc,	Vig,	&	Emerick,	1997),	emo-
tions	literally	change	affordances.	For	example,	changes	
in	blood	pressure,	heart	rate,	and	breathing	that	are	as-
sociated	with	excitement	literally	change	the	body	so	that	
the	situation	affords	actions—such	as	the	rapid	bounding	
up	a	steep	staircase	to	greet	a	loved	one—that	would	not	
otherwise	be	possible.

Within	this	framework,	consider	 two	ways	in	which	
emotion	might	influence	language.	First,	bodily	actions	of	
approach	and	withdrawal	underlie	the	meanings	of	many	
pleasant	and	unpleasant	words	(e.g.,	embrace).	Thus,	neu-
ral	areas	that	control	such	actions	may	also	be	involved	in	
the	words’	representation,	much	as	in	Hauk	et	al.	(2004).	
Accordingly,	Chen	and	Bargh	(1999)	have	shown	that	
positive	valenced	words	(e.g.,	love)	are	identified	faster	
when	the	response	involves	an	approach	action	(arm	flex-
ion)	rather	than	a	withdrawal	action	(arm	extension)	and	
vice	versa	for	negative	valenced	words	(e.g.,	hate).	The	
discrepancy	between	these	findings	and	those	of	Experi-
ment	3	may	be	due	to	motor	variables	that	are	associated	
with	the	pen	manipulation	(e.g.,	planning,	fatigue)	and	
warrants	further	study.

Second,	consider	how	congruent	emotions	could	fa-
cilitate	understanding	a	sentence	such	as	As you step into 
the room, your friends shout, “Surprise!”	When	experi-
encing	positive	affect,	the	body	is	prepared	to	approach.	
According	to	the	IH,	sentences	are	understood	by	simu-
lating	actions	underlying	the	sentence.	Much	as	positive	
affect	facilitates	the	actions	underlying	literal	approach,	
we	propose	that	positive	affect	enhances	the	simulation	
of	approach	actions.	Thus,	affective	state	will	modulate	
simulation	requiring	approach,	and	the	interactions	ob-
served	in	Experiments	1	and	2	would	be	observed.	Be-
cause	emotion	affects	action	simulation	beyond	the	lexical	
level,	it	has	no	detectable	role	in	the	lexical	decision	task	
of	Experiments	3A	and	3B.
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1.	We	are	very	grateful	to	Ira	Fischler	who	provided	us	with	the	stimu-
lus	sentences.

2.	Although	Raaijmakers,	Schrijnemakers,	and	Gremmen	(1999)	sug-
gested	that	item	analyses	are	inappropriate	for	designs	such	as	this	one,	
we	report	them	at	the	request	of	reviewers.	Both	the	subject	analysis	
and	the	item	analysis	were	performed	after	eliminating	one	pleasant	and	
one	unpleasant	sentence	with	unusually	high	error	rates	(22%	and	33%,	
respectively).	The	interaction	between	pen	condition	and	sentence	va-
lence	[F(1,92)	5	3.24,	MSe	5	50,425]	was	just	shy	of	being	statistically	
significant	( p	5	.07).

3.	An	item	analysis	similar	to	that	reported	in	note	2	was	conducted.	
Both	the	subject	and	item	analyses	excluded	one	unpleasant	and	one	
pleasant	item	with	an	unusually	high	error	rate	(50%)	and	an	inadequate	
cell	count	that	was	due	to	trimming,	respectively.	The	interaction	be-
tween	pen	condition	and	sentence	valence	was	again	nearly	significant	
for	raw	reading	times	[F(1,92)	5	3.41,	MSe	5	224,351,	p	5	.06].

4.	The	term	judgment accuracy	reflects	participants’	accuracy	in	con-
firming	our	intuition—and	those	of	norming	subjects—that	all	sentences	
were	comprehensible.

5.	Available	at	www.eat.rl.ac.uk.
6.	There	was	no	statistically	significant	correlation	between	the	size	

of	the	pen	effect	and	the	number	of	participants	who	selected	the	target	
word	from	the	sentence.	

7.	The	results	of	an	item	analysis	were	consistent	with	the	results	from	
the	subject	analysis:	a	large	effect	of	word	priming	[F(1,94)	5	33.27,	
MSe 5 1,050]	and	no	effect	for	the	pen	manipulation	or	its	interaction	
with	source-sentence	valence	(Fs	,	1.89).

8.	The	results	of	an	item	analysis	were	consistent	with	the	results	from	
the	subject	analysis:	a	large	effect	of	word	priming	[F(1,94)	5	76.23,	
MSe 5 1,355]	and	no	effect	for	the	pen	manipulation	or	its	interaction	
with	source-sentence	valence	(Fs	,	1.48).
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