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Dynamic Statistical Parametric Neurotechnique
Mapping: Combining fMRI and MEG for
High-Resolution Imaging of Cortical Activity

exist that measure changes in these hemodynamic and
electromagnetic signals. Considered individually, these
techniques offer trade-offs between spatial and tempo-
ral resolution (Churchland and Sejnowski, 1988). Hemo-
dynamic assessment of brain activity is temporally lim-
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problem well posed, it is necessary to impose additional
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One common approach is to assume that the EEG/
Summary

MEG signals are generated by a relatively small number
of focal sources (Sherg and VonCramon, 1985; Schmidt

Functional magnetic resonance imaging (fMRI) can
et al., 1999). An additional constraint can be derived

provide maps of brain activation with millimeter spatial
from the assumption that the sources are temporally

resolution but is limited in its temporal resolution to
uncorrelated (Mosher et al., 1992). These assumptions

the order of seconds. Here, we describe a technique
are particularly appropriate when analyzing early sen-

that combines structural and functional MRI with mag-
sory responses, where the activity might reasonably be

netoencephalography (MEG) to obtain spatiotemporal
expected to be relatively focal and constrained to a

maps of human brain activity with millisecond tempo-
few primary sensory areas. On the other hand, such

ral resolution. This new technique was used to obtain
assumptions are less justified in higher-level cognitive

dynamic statistical parametric maps of cortical activ-
experiments, which have been found by intracranial re-

ity during semantic processing of visually presented
cordings in humans to involve extensive networks of

words. An initial wave of activity was found to spread
more or less synchronously activated brain areas (Hal-

rapidly from occipital visual cortex to temporal, pari-
gren et al., 1994a, 1994b, 1995a, 1995b; Baudena et al.,

etal, and frontal areas within 185 ms, with a high de-
1995). Similarly, the interictal spikes characteristic of

gree of temporal overlap between different areas. Rep-
partial epilepsy typically spread very rapidly to involve

etition effects were observed in many of the same
a network extended across multiple cortical and limbic

areas following this initial wave of activation, providing
regions (Chauvel et al., 1987).

evidence for the involvement of feedback mechanisms
An alternative approach to analyzing EEG/MEG sig-

in repetition priming.
nals is to impose constraints based on anatomical and
physiological information derived from other imaging

Introduction modalities. The anatomical constraint is based on the
observation that the main cortical generators of EEG

Thorough understanding of the functional organization and MEG signals are localized to the gray matter and
of the brain requires knowledge of several aspects of oriented perpendicularly to the cortical sheet (Nunez,
functional neuroanatomy, including the specific loca- 1981). Thus, once the exact shape of the cortical surface
tions of processing areas, the type of processing per- is known (for a specific subject), this information can be
formed, the time course of processing, and the nature used to greatly reduce the EEG/MEG solution space
of the interactions between these areas. Local alter- (Dale and Sereno, 1993).
ations in neuronal activity induce local changes in the The solution space can be further reduced by making
electric and magnetic fields (Hämäläinen et al., 1993; use of information derived from metabolic or hemody-
Mitzdorf, 1985), cerebral metabolism, and cerebral per- namic measures of brain activity during the same task
fusion (blood flow, blood volume, and blood oxygen- (Nenov et al., 1991; Dale and Sereno, 1993; Heinze et
ation) (Mazziotta et al., 1983; Fox and Raichle, 1986; Fox al., 1994; Snyder et al., 1995; Liu et al., 1998; Mangun
et al., 1988; Belliveau et al., 1991; Prichard et al., 1991; et al., 1998; Ahlfors et al., 1999). This is based on the
Kwong et al., 1992). Several noninvasive techniques hypothesis that the synaptic currents generating the

EEG/MEG signals also impose metabolic demands,
which in turn lead to a hemodynamic response measur-‖ To whom correspondence should be addressed (e-mail: dale@

nmr.mgh.harvard.edu). able using positron emission tomography (PET) (Raichle,
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1987) or functional magnetic resonance imaging (fMRI) Results and Discussion
(Belliveau et al., 1991; Kwong et al., 1992). Although the

Estimation of Spatiotemporal Activity Patternsprecise nature of the coupling between neuronal activity
The goal of the method described here is to obtainand hemodynamic signals is unknown, there is consider-
estimates of brain electrical activity with the best possi-able evidence for a strong correlation between the spa-
ble spatial and temporal accuracy. Given the inherenttial patterns of hemodynamic changes and neuronal
differences in the spatial and temporal resolution of non-electrical activity over time in both animals (Grinvald et
invasive imaging modalities, as discussed above, weal., 1986) and humans (Benson et al., 1996; Puce et al.,
wish to combine the different measures in a way that1997).
takes maximal advantage of the strengths of each tech-Here we present a general framework for integrating
nique. In other words, we wish to obtain spatiotemporalinformation from different imaging modalities with a pri-
activity estimates that are maximally consistent with allori anatomical and physiological information to produce
available observables (i.e., fMRI, EEG, and/or MEG) asspatiotemporal estimates of brain activity. By normaliz-
well as a priori anatomical and physiological informationing these estimates in terms of noise sensitivity at each
(for a more formal discussion, see Experimental Proce-spatial location, we obtain statistical parametric maps
dures below, and Liu, 2000). This, of course, requires(SPMs) that provide information about the statistical re-
that we have some idea of the coupling between electri-liability of the estimated signal at each location in the
cal activity in the brain and our noninvasive observables.map with millisecond accuracy. These SPMs can then
In the case of EEG and MEG, this is relatively straightfor-

be visualized as movies of brain activity (dynamic
ward, as the electric and magnetic fields generated by

SPMs). In order to quantitate the spatial resolution of
neuronal activity follows from well understood funda-

these maps, we compute the pointspread function for mental laws of physics (Nunez, 1981; Hämäläinen et al.,
different locations on the cortical surface. This reflects 1993).
the spatial “blurring” of the true activity patterns in our The primary generators of EEG and MEG are synaptic
spatiotemporal maps or movies. currents, where the current flows crossing neuronal

This new method is applied to MEG and fMRI mea- membranes act as tiny current sources or sinks for cur-
surements in a task involving semantic judgments of rent outflow and inflow, respectively. Note that for each
visually presented words. Such tasks are known to in- neuron, the net current inflow and outflow through its
volve a large number of cortical areas (Buckner and membrane has to be zero (for conservation of charge).
Koutstaal, 1998; Fiez and Petersen, 1998), but the timing Thus, in order for these fields not to cancel out at the
of their involvement has not previously been determined. noninvasive sensors, there has to be some net spatial
The putative roles assigned to these structures suggest separation between the current sources and sinks within
a possible sequence of activation during this task, with the neurons. Of course, the fields produced by individual
visual word form processing preceding semantic asso- neurons are far too weak to be observed noninvasively
ciative activation, which in turn would precede working by EEG or MEG. Thus, to generate externally detectable
memory and response mapping. It is unknown if, in fact, signals, the neurons within a volume of tissue must be
processing occurs according to this sequence. More aligned and their synaptic current flows correlated in

time. The scalp-recorded EEG and MEG reflect the lineargenerally, the degree to which processing is sequential
superposition of the fields generated by all such synap-and modular in specialized regions versus parallel and
tic currents across all neurons.distributed is unknown.

Of all the neurons in the human brain, the corticalIn addition, we investigated the effect of item repeti-
pyramidal cells are particularly well suited to generatetion on the spatiotemporal activity patterns evoked by
externally observable electric and magnetic fields due tothe task. Repetition is also known to alter the activation
their elongated apical dendrites, systematically aligned inevoked in several cortical regions (Buckner and Kouts-
a columnar fashion perpendicular to the cortical sheet.taal, 1998; Gabrieli et al., 1998), but again, the timing
Inhibitory and excitatory synaptic inputs from differentof these effects is not known. One hypothesis would
cell populations have characteristic laminar distribu-suggest that processing of repeated items is facilitated
tions, resulting in characteristic spatial and temporalbeginning with relatively early perceptual stages. An al-
patterns of net synaptic current flows at different depthsternative hypothesis is that repetition effects are medi-
through the cortical sheet (Nicholson and Freeman,

ated by a top-down mechanism, originating in higher-
1975; Mitzdorf, 1985; Barth and Di, 1991; Schroeder

level brain areas. One way to distinguish between these et al., 1995). These current flows are typically strongly
hypotheses would be to know the order in which differ- correlated laterally along the cortical sheet (Sukov and
ent anatomical areas show the effects of repetition. The Barth, 1998). Since the thickness of the cortical sheet
area with the earliest changes might then be reasonably is much smaller than the distance to the EEG and MEG
supposed to help produce the later changes noted in sensors, the current source/sink distribution within a
other areas. Note that an observed decrease in metabo- small slab of cortex can be represented by a current
lism in cortical areas that are “early” in the anatomical dipole oriented perpendicularly to the local cortical sur-
sense (e.g., sensory-perceptual areas) might nonethe- face (Dale and Sereno, 1993), whose strength (moment)
less be due to a change that occurs late in time (i.e., varies with time. Thus, we can represent the net cortical
late in the processing stream) due to top-down effects synaptic current flows by a scalar function s(r,t), re-
from higher areas. Thus, the actual timing, as well as flecting dipole strength as a function of location r and
the location of activation, is crucial for understanding time t. The coupling between the dipole strengths and

the observed electric and magnetic fields can then bethe functional dynamics of cognitive processing.
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expressed simply in terms of a sum or integral across Due to the linear nature of the inverse estimation ap-
all spatial locations (equations 2 and 3 in Experimental proach considered here, we can obtain a straightforward
Procedures, below). expression for the uncertainty in our activity estimates

The coupling between electrical activity and hemody- due to noise in the EEG/MEG recordings (equation 5).
namic measures like fMRI is less understood. In particu- By normalizing the activity estimates at each location
lar, there is little quantitative data on how the magnitude in the brain by the noise sensitivity (the standard error
of the hemodynamic response varies as a function of of the estimate), we obtain statistical parametric maps
the amplitude and duration of electrical activity. There of activity at every timepoint, with millisecond accuracy
is, however, considerable evidence for a strong degree (equations 6 and 7). These dynamic statistical paramet-
of spatial correlation between various measures of local ric maps can be displayed as movies of brain activity
electrical activity and local hemodynamic signals. Some over time, with each frame in these movies indicating if a
of the strongest evidence for this comes from a direct statistically significant signal is present at a each cortical
comparison of maps obtained using voltage-sensitive location at that latency.
dyes, reflecting depolarization of neuronal membranes One common and straightforward way to quantitate
in superficial cortical layers, and maps derived from the spatial resolution, or degree of “blurring,” at different
intrinsic optical signals, reflecting changes in light ab- locations in the maps is by calculating the spatial point-
sorption due to changes in blood volume and oxygen- spread function. This function is simply the image one
ation (Shoham et al., 1999). Previous animal studies have would obtain if all the activity were concentrated at a
also shown strong correlation between local field poten- given point, assuming no noise in the EEG/MEG signals.
tials, spiking activity, and voltage-sensitive dye signals Due to the time-invariant and spatially linear nature of
(Arieli et al., 1996; Tsodyks et al., 1999). Furthermore, our estimation method, one can derive a simple expres-
studies in humans comparing the localization of func- sion for the pointspread at every location in the brain
tional activity using invasive electrical recordings and (equation 8, below). Moreover, the spatial blurring of
fMRI also provide evidence of correlation between the any arbitrary spatiotemporal activation pattern can be
local electrophysiological and hemodynamic response predicted as the activation-weighted linear superposi-
(Benson et al., 1996; Puce et al., 1997). This suggests tion (sum) of the pointspread for each location and time
that the local fMRI response can be used to bias the point.
electrical activity estimate toward those regions that Figure 1 shows the pointspread function for three dif-
show the greatest fMRI response. This can be accom- ferent locations (indicated by green circles), when the
plished by using the fMRI response as an a priori esti- electrical activity is constrained to lie on the cortical
mate of the locally integrated dipole activity over time surface. The left side shows the pointspread functions
(Dale and Sereno, 1993; Liu et al., 1998). This formulation for the commonly used minimum norm solution (Hämä-
results in a straightforward linear expression for the opti- läinen and Ilmoniemi, 1984), calculated assuming 122
mal estimate based on the EEG and/or MEG data at each channels of MEG recordings. This illustrates a common
time point (equation 4, below). Our previous simulation problem with distributed dipole solutions, namely their
studies suggest that some care must be taken to avoid tendency to misattribute focal, deep activations to ex-
overconstraining the solution, as minor mismatches be- tended, superficial patterns (Hämäläinen and Ilmoniemi,
tween the electrical and hemodynamic signals can then 1984; Dale and Sereno, 1993). The first point (top), lo-
severely distort the resulting estimates (Liu et al., 1998; cated deep in the insula, has a particularly large point
Liu, 2000). These studies further suggest that by using spread, covering more than half the lateral extent of
the fMRI data as a partial constraint (i.e., allowing some the brain. The second point (middle), also located in a
electrical activity in locations with no detectable fMRI sulcus, has a somewhat smaller pointspread, but there
response), one can obtain accurate estimates of electri-

is a pronounced bias toward superficial locations, as
cal activity from MEG and EEG, even in the presence

evidenced by the shift in center-of-mass away from the
of some spatial mismatch between the generators of

actual location. The third point (bottom), located moreEEG/MEG data and the fMRI signals.
superficially near the crown of a gyrus, has a much
smaller pointspread. Note that the pointspread for theUncertainties and Potential Errors
noise-normalized anatomically constrained estimates,in the Activity Estimates
shown on the right in Figure 1, is of much more uniformIt is important to note that estimates of brain structure or
extent for the different locations. (See Liu, 2000 for afunction based on any noninvasive imaging technology,
more extensive analysis of the pointspread propertieswhether based on MRI, CT, PET, SPECT, or EEG/MEG,
of different estimation approaches.)are necessarily inexact. This imprecision is caused by

This point is further illustrated in Figure 2, which showsseveral factors, including (1) noise in the measured sig-
pseudo-color maps and histograms of pointspread ex-nals, resulting in errors in the estimates; (2) errors in
tent for all locations on the cortical surface. Again, theour model of the coupling between the parameters of
pointspread extent (in terms of half-width-half-max) forinterest (e.g., electrical activity, tissue perfusion, blood
the minimum norm estimator varies greatly across differ-flow, or oxygenation) and the measured signals; and (3)
ent locations on the cortical surface, reaching as muchfundamental ill-posedness or ambiguity of the inverse
as 100 mm or more in certain locations (shown in brightproblem, resulting in limited resolution in the estimates.
yellow). The noise-normalized estimator, on the otherThus, in order to properly interpret noninvasive imaging
hand, results in a much more spatially uniform point-results, it is essential to have quantitative measures of
spread extent, with values averaging around 20 mm. Athe uncertainties and potential errors due to these differ-

ent factors. further reduction in pointspread extent can be achieved
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Figure 1. Spatial Resolution of the Anatomi-
cally Constrained Estimates for Three Mod-
eled Dipole Locations

The spatial resolution of the described noise-
normalized method is contrasted with that of
the standard minimum norm approach (right
and left columns, respectively). Shown are
pointspread maps for three different dipole
locations (indicated by green dots). Note that
the pointspread maps for the deep dipole lo-
cations (first and second rows) are much
more extensive with the minimum norm than
with the noise-normalized estimator. Con-
versely, the pointspread map for the superfi-
cial dipole location (third row) is somewhat
more focal with the minimum norm estimator.
In all cases, estimates were calculated con-
straining activation to the cortical surface.

by increasing the number of MEG sensors and by includ- activity evoked during a task involving semantic pro-
cessing of visually presented words. Subjects were re-ing EEG measurements in the estimation (Liu, 2000).

Note that due to the linear nature of the estimation quired to decide whether each word referred to an object
or animal that is usually more than one foot in sizeapproach, such pointspread maps provide a direct

quantitation of the local degree of spatial blurring ex- (in any dimension). The words were either novel (i.e.,
presented only once in the task) or were repeated multi-pected in the spatiotemporal maps calculated with this

method for arbitrary activation patterns. Importantly, ple times.
these pointspread functions can be used to assess the
spatial accuracy of the anatomically constrained esti-

Anatomically Constrained Estimates Basedmates obtained in cognitive experiments, as described
on MEG (aMEG) in a Single Subjectbelow.
Applying the anatomically constrained noise-normal-
ized estimation procedure to the event-related MEG av-Spatiotemporal Mapping of Brain Activity
erages, we computed spatiotemporal activity estimatesin a Cognitive Task
for the novel and repeated word conditions. SnapshotsIn the following, we describe the results of applying the

methods described above to spatiotemporally map the of these aMEG “movies” are shown in Figure 3 for four

Figure 2. Spatial Resolution of the Anatomi-
cally Constrained Estimates for all Cortical
Locations

Maps and histograms of pointspread extent,
in terms of half-width-half-maximum in milli-
meters on the cortical surface, are shown for
the minimum norm and noise-normalized es-
timators (left and right side, respectively).
Note that the noise-normalized estimator re-
sults in much more spatially uniform and
overall lower pointspread extent than the
minimum norm estimator, particularly for
deep (sulcal) locations.
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Figure 3. Snapshots of Estimated Cortical Activity at Four Representative Latencies in a Single Subject

Statistical parametric maps calculated from MEG during a verbal size judgement task are shown of the noise-normalized anatomically
constrained dipole amplitudes. Activation was seen to spread rapidly from visual cortex around 80 ms to occipitotemporal, anterior temporal,
and prefrontal areas. At longer latencies, activity diverged between novel and repeated words, especially in the prefrontal cortex. Activations
are displayed on an “inflated” view of the left hemisphere. Sulcal and gyral cortex are shown in dark and light gray, respectively. The significance
threshold for the dynamic statistical parametric maps is p , 0.001.

different latencies. The initial activation patterns evoked peaked at about 385 ms, then declined and was replaced
with a greater response to repeated words at a latencyby novel words were quite similar to those evoked by

repeated words. In both cases, the earliest activation of about 540 ms.
was found near the foveal representation of retinotopic
visual cortices beginning about 80 ms after stimulus fMRI to Words in a Single Subject

The left panel of Figure 4 shows the areas with signifi-onset. By 185 ms, activation had spread anteriorly to
ventral occipitotemporal areas, the intraparietal sulcus, cantly different fMRI signal when comparing the active

task conditions described above to fixation on a station-and the ventrolateral prefrontal cortex. Thus, within
about 100–150 ms of the initial cortical activation, a ary crosshair. Many areas were found to be involved in

this task, including cortex in the occipital pole, ventralwidespread network encompassing many areas of the
brain had been activated by both novel and repeated occipitotemporal junction, intraparietal sulcus, planum

temporale, posterior subcentral sulcus, precentral gy-words. Approximately 250 ms poststimulus, the re-
sponse to novel and repeated words began to clearly rus, and ventral prefrontal areas. These results are con-

sistent with previous PET and fMRI studies of semanticdiverge. Activity elicited by repeated words rapidly de-
creased in several areas, most prominently in prefrontal processing of visually presented words (Buckner and

Koutstaal, 1998; Fiez and Petersen, 1998). A subset ofcortex. The greater prefrontal activation to novel words

Figure 4. Location of fMRI Responses during Word Reading in a Single Subject

Areas in all lobes were found to produce significantly different fMRI responses between conditions (left panel). Many of these areas were also
found to respond differently to novel versus repeated words (right panel). The fMRI activation maps are painted onto an “inflated” view of
the left hemisphere of the same subject. Sulcal and gyral cortex are shown in dark and light gray, respectively.
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Figure 5. Snapshots of fMRI-Biased Cortical Activity Estimated from MEG at Four Different Latencies in a Single Subject

The sequence of activity in the fMRI-biased estimates were generally similar to those constrained by anatomy alone (Figure 3), with activity
spreading rapidly from visual cortex to occipitotemporal, anterior temporal, and prefrontal areas. However, the fMRI-biased estimates were
considerably more focal. All activations are significant for both fMRI (p , 0.1) and MEG (p , 0.001).

these areas (Figure 4, right panel) showed a decrease similar distribution of activated areas derived from MEG
(Figure 3) as compared to those derived from fMRI (Fig-in activation to repeated as compared to novel words,

including the occipitotemporal, intraparietal, and ventral ure 4) in the same subject and task provides some confir-
mation of the spatiotemporal estimation approach.prefrontal cortices. Note that this repetition effect was

not global in that several of the areas that were found However, the spatial accuracy of the anatomically con-
strained estimates (limited by the estimator pointspread,to be activated by the task, including occipital areas,

the planum temporale, posterior subcentral sulcus, and as shown in Figures 1 and 2) may not be sufficient to
answer many questions in cognitive neuroscience.precentral gyrus were not found to be affected by repeti-

tion. Again, these results are consistent with previous
studies of the effects of verbal stimulus repetition on fMRI-Biased Estimates Based on MEG (fMEG)

in a Single SubjectfMRI or PET activation (Raichle et al., 1994; Buckner
and Koutstaal, 1998; Gabrieli et al., 1998). In order to improve the spatial resolution of the spatio-

temporal activity estimates, we used fMRI to bias theNote that the anatomically constrained activity esti-
mates (in Figure 3) and fMRI maps were calculated com- solution toward hemodynamically activated areas, as

described above. Snapshots of the fMEG “movies” arepletely independently of each other. Thus, the generally

Figure 6. Grand Average Maps of fMRI Responses to Novel and Repeated Words

fMRI responses were averaged across four subjects using a cortical surface-based morphing procedure and displayed on an averaged
curvature pattern. A widely distributed cortical network was found to be reponsive to the task conditions, with repetition effects observed in
the activity in prefrontal, medioventral temporal, intraparietal, and supplementary motor cortices.
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Figure 7. Snapshots of Grand Average fMRI-Biased Cortical Estimated from MEG at Four Different Latencies

fMRI-biased spatiotemporal activity estimates were averaged across four subjects. Activity was found to spread very rapidly from the occipital
pole at 80 ms, to the medioventral temporal lobe at 100 ms, and then to lateral inferotemporal, intraparietal, prefrontal, anterior cingular
cortices at 185 ms. These areas remained active for about 400 ms. By 250 ms after stimulus onset, activity in the medial temporal lobe was
greater to novel than to repeated words. At 385 ms, this repetition effect had spread to prefrontal and anterior cingular cortices. All activations
are significant for both fMRI (p , 0.01) and MEG (p , 0.001).

shown in Figure 5 for the same four latencies as shown in 1999b). The SPMs for the grand averaged fMRI data,
shown in Figure 6, again show that the task involvesFigure 3. Overall, the fMRI bias resulted in a substantial

focusing of the activation relative to the anatomically a large number of areas. As for the individual subject
displayed in Figure 5, these fMRI data were used to biasconstrained MEG estimates. The general sequence of

activation appeared quite similar in the fMRI-biased and the MEG inverse solution in the same four subjects,
and the resulting fMRI-biased estimates were averagedanatomically constrained MEG estimates, with an initial

activation in visual cortex, spreading rapidly to temporal across subject using surface alignment.
Selected frames from the resulting “movies,” shownand frontal areas. Furthermore, the repetition effects

again involve primarily occipitotemporal and prefrontal in Figure 7, confirmed the basic results already de-
scribed for a single subject but also revealed additionalcortices, starting around 250 ms poststimulus onset.

Note that since the same fMRI bias was used in all details. The patterns of activation were nearly identical
for novel and repeated words for the initial 200 ms. ThefMRI-biased estimates (for novel, repeated, and novel-

repeated), any differences between the task conditions earliest activation, by about 80 ms, was noted near the
occipital pole, and by 100 ms, activity had spread anteri-are due exclusively to the differences between the MEG

signals in these conditions. orly along the medioventral temporal lobe to the rhinal
cortex. At 185 ms, the estimated activity in the occipital
pole had already declined, while activity in the entireAcross-Subject Averages of fMRI-Biased

Spatiotemporal Estimates extent of the medioventral temporal lobe had become
much stronger, and new foci of activation appearedCortical activation estimates were averaged across four

subjects using a surface-based morphing procedure in in occipitotemporal, prefrontal, and anterior cingulate
cortices. Occipitotemporal activation declined by 385order to achieve improved alignment of corresponding

anatomical features across individuals (Fischl et al., ms, whereas prefrontal activation continued to increase,
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Figure 8. Estimated Time Courses of Cortical Areas Responsive to Processing of Novel and Repeated Words

The fMRI-biased time courses estimated from MEG, normalized for noise sensitivity, were averaged across four subjects (as in Figure 7).
Black lines show the response to novel words, and gray lines the response to repeated words. Waveforms are derived from single cortical
locations (each one representing about 0.5 cm2). A z-score of 6 corresponds to a significance level of p , 1028.

at least to novel words. Note again that since the same The more rapid decline from peak activity in response
to repeated words resulted in clear repetition effectsfMRI bias was used in all the fMRI-biased estimates, any

differences between the task conditions or at different visible by 250 ms in the left medioventral temporal cortex
(Figure 7). These differences were considerably strongerlatencies are due exclusively to the MEG signals. By

partially constraining the inverse solution, the fMRI bias by 385 ms, when they also included prefrontal and cin-
gulate areas. A second peak of repetition effects oc-helps to manifest the localizing information that is inher-

ent in the distribution of MEG signals across the sensors. curred at 540 ms, when activity was greater to repeated
words in most areas. Note that many of the occipital,The location of the earliest detectable activity at 80 ms

corresponds to early retinotopic visual areas previously parietal, and perirolandic areas showing strong and sus-
tained activation to words did not show clear repetitionstudied with fMRI (Sereno et al., 1995), and the latency

of this estimated response corresponds to the onset effects. Repetition effects appeared much stronger in
the left hemisphere than in the right, although their gen-latency of the EEG and MEG responses evoked by sim-

ple visual stimuli (Regan, 1989; Portin et al., 1998; Marti- eral location was similar. Activation remained close to
baseline levels from about 670 ms poststimulus onset.nez et al., 1999). The rapid spread of fMEG activation to

rhinal cortex and then prefrontal cortices are consistent The snapshots of the fMRI-biased spatiotemporal es-
timates show estimated activity over the entire lateralwith direct intracranial EEG (iEEG) responses to visual

words and faces (Halgren et al., 1994a, 1994b). aspect of the cortical surface of the left hemisphere
at selected moments in time (Figure 7). An alternativePrevious studies have suggested that the occipito-

temporal cortex is concerned with midlevel form vision method for examining the data is to plot the estimated
dipole strength at selected locations at all latencies (Fig-(Ungerleider and Mishkin, 1982), rhinal cortex with com-

plex stimulus integration with memory and emotion ure 8). These time courses support the same general
points made by the movie snapshots: (1) activation be-(Amaral et al., 1992; Halgren, 1994; Halgren and Marin-

kovic, 1995; Murray and Bussey, 1999), and the ventro- gan in retinotopic visual cortex and spread very rapidly
anteriorly; (2) activation appeared to be identical forlateral prefrontal cortex with working memory (Gabrieli

et al., 1998). Thus, the current data suggest that high- novel and repeated stimuli during the initial 200–260 ms,
depending on the site; (3) the repetition effects do notlevel association areas are coactivated with perceptual

areas in processing an event from a relatively early involve all areas equally; and (4) the repetition effect
evolves only gradually in a widespread network.stage. Other areas that are coactivated include ones

thought to be involved in lexical access (supramarginal In summary, repetition effects are widespread and
occur only after the initial activation of the entire net-and superior temporal cortex) (Benson, 1979), atten-

tional control (intraparietal cortex) (Mesulam, 1990; Cor- work. The locations of the cortical areas found to be
affected by stimulus repetition using fMRI-biased MEGbetta, 1998), and motor response organization (medial

frontal cortex) (Picard and Strick, 1996). These results estimation are consistent with the findings of previous
PET and fMRI studies (Buckner and Koutstaal, 1998).are difficult to reconcile with a discrete sequential acti-

vation of successive cognitive processing modules. In Similarly, the timing of the fMEG signals that change
with repetition resemble the N4/LPC components re-particular, these data argue against theories of prefron-

tal function that posit its involvement only following the corded in many previous EEG studies (Kutas and Van
Petten, 1988; Halgren, 1990, 1994). Furthermore, bothencoding of the event by posterior association and per-

ceptual cortices. the localization and the timing of repetition-induced
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changes in the fMRI-biased estimates correspond very activity over time is needed. Using fMRI and/or optical
imaging methods in humans and animals along withclosely to those of the generators of the N4/LPC, as

identified in previous intracranial EEG studies in word cortical laminar recordings, it may be possible to obtain
a more precise, quantitative model of this coupling. Re-repetition and semantic priming tasks (Smith et al., 1986;

Halgren et al., 1994a, 1994b; Nobre et al., 1994; McCar- cordings with multicontact laminar electrodes and 2D
surface grids can also provide a better understandingthy et al., 1995; Nobre and McCarthy 1995; Fernandez

et al., 1999; Guillem et al., 1999). of the spatiotemporal patterns of synaptic current flow
in the cortex at micro- and mesoscopic scales (Nichol-In addition to this global similarity in generating struc-

tures, there is a close correspondence between the son and Freeman, 1975; Barth and MacDonald, 1996).
Since the observed MEG/EEG signals are directly re-usual waveforms found in these previous iEEG studies

and the fMEG waveforms reported here. The fMRI- lated to these synaptic current flows (the dipole moment
is the first nonvanishing term of the multipolar expansionbiased estimates of the response to novel versus re-

peated stimuli showed two maxima, at about 385 and of the laminar current source density distribution), this
information could lead to greatly improved constraints540 ms after stimulus onset, consistent with what would

be expected in the same task for the N4 and LPC, re- on the spatiotemporal activity estimates. Ultimately, this
would allow noninvasive measures like EEG, MEG, andspectively. Like the fMRI-biased estimate, the repetition

effect associated with the N4/LPC extends from about fMRI to be used to test biophysical models of cortical
neuronal circuitry.250 to 650 ms. The first fMEG peak was due to greater

activity evoked by novel words, and the second was
Experimental Proceduresdue to greater activity evoked by repeated words. Simi-

larly, N4 amplitude declines and the LPC increases when
Integration of Imaging Modalitiesa word is repeated. The similarity to intracerebral re-
The goal of the current approach is to determine the spatiotemporalcordings provides an especially strong validation of the
pattern of electrical activity that is most consistent with all observ-

fMRI-biased activity estimates, as intracerebral EEG re- ables (e.g., EEG, MEG, and fMRI) as well as a priori information.
cordings can provide reasonably localized estimates of Formally, this can be posed as a problem of computing the solution

with the maximum a posteriori probability, given by Bayes Formula asthe time course of the net dipolar current flows within
a volume of tissue around the electrode contacts.

P( j(r,t)|x(t) & f(r,t)) 5
P(x(t)|j(r,t))P(f(r,t)|j(r,t))P( j(r,t))

P(x(t) & f(r,t))
, (1)

Limitations and Future Improvements
where j(r,t) denotes the current dipole vector, x(t) denotes the vectorAlthough the simulations and experimental data pre-
of EEG/MEG recordings, and f(r,t) denotes the fMRI signal at locationsented here involve only MEG recordings, it should be
r and time point t. The term P(x(t)|j(r,t)) in equation 1 represents the

noted that the methods are equally applicable to EEG or relationship between the spatiotemporal pattern of dipole strength
combined EEG/MEG recordings. In fact, by combining and the recorded EEG and/or MEG data, commonly referred to as
both kinds of recordings, it is possible to substantially the forward solution. In the frequency range of typical EEG/MEG

recordings (typically ,, 1000 Hz), the forward solution has a simple,improve the accuracy of the anatomically constrained
linear form, given byestimates in certain situations (Dale and Sereno, 1993;

Liu, 2000). The main challenge in including EEG data in x(t) 5 #
s

G(r)j(t,r)dr 1 n(t), (2)
the analysis is to obtain a sufficiently accurate forward
solution, given the greater dependence of the EEG signal

where S denotes the space of (possible) dipole source locations,
on the exact head shape and the conductivities of differ- the three columns of the matrix G(r) specify the predicted EEG/MEG
ent tissue types (Nunez, 1981; Hämäläinen and Ilmo- recording vector for the three dipole components at location r, and

n(t) denotes additive noise. For computational purposes, the sourceniemi, 1984).
space S is typically divided into a set of discrete elements, withIn the preceding analyses, dipole activity was as-
dipole components representing the local current dipole within asumed to be limited to the cortical surface (including
small region. Equation 2 can then be written asthe hippocampus as well as the neocortex). While it is

possible for subcortical structures such as the lateral x(t) 5 As(t) 1 n(t), (3)
geniculate body to produce dipolar current source distri-

where s(t) denotes a vector of dipole component strengths, and thebutions (Schroeder et al., 1995), the MEG signals from
A denotes the resulting linear forward matrix operator (Dale and

these structures tend to be of shorter latency and dura- Sereno, 1993). The term P(f(r,t)|j(r,t)) in equation 1 similarly encodes
tion and smaller amplitude relative to cortical signals the coupling between the spatiotemporal pattern of electrical activ-

ity (in terms of dipole strength) and the fMRI signal. Finally, the term(Gobbele et al., 1998). In cognitive experiments, where
P( j(r,t)) encodes a priori information about the solution, i.e., theone is focusing on the later, large-amplitude signals
likelihood of different spatiotemporal patterns of dipole strength.lasting hundreds of milliseconds, it is thus unlikely that
This provides a mechanism for incorporating knowledge of spatialsubcortically generated signals are much of a factor.
correlations in electrical activity within different brain structures.

However, for sensory experiments, particularly when As discussed above, little quantitative data exist regarding the
EEG signals are included in the analysis, it may be impor- coupling between electrical activity and hemodynamic response.

However, there is strong evidence for a general correlation betweentant to extend the anatomical source model to also take
the spatial pattern of electrical activity and hemodynamic measures.into account possible subcortical generator structures.
This suggests that one can use the measured fMRI response toIn order to further improve the accuracy of the fMRI-
spatially bias the estimate of electrical activity over time. Specifi-biased estimates (fMEG), a better understanding of
cally, one may assume that areas that show a strong fMRI response

the coupling between the observed hemodynamic re- are more likely to be electrically active. Assuming that the prior
sponse, as measured by the blood oxygenation level information about dipole strength patterns can be expressed in

terms of a multivariate Gaussian distribution, it can be shown thatdependent (BOLD) signal, and the local current dipole
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the maximum a posteriori probability (MAP) estimate is equivalent
to the linear Wiener estimate given by qi (t) 5

o
jeGi

(wj · x(t))2

o
jeGi

wj CwT
j

, (7)

ŝ(t) 5 Wx(t), where W 5 RAT (ARAT 1 C)21, (4)
where Gi is the set of (three) dipole component indices for the ith

location. Note that under the null hypothesis, qi(t) is F distributed,where C 5 ,n(t)n(t)T. is the spatial (sensor) covariance matrix of
with three degrees of freedom for the numerator. The degrees ofthe noise, and R 5 ,s(t)s(t)T. is the spatial covariance matrix of
freedom for the denominator is typically large, again depending onthe dipole strength vector (Dale and Sereno, 1993; van Oosterom,
the number of time samples used to calculate the noise covariance1999). If one further assumes that the dipole strength variance (or
matrix C.power) over time can be expressed as a function of the local fMRI

response, this information can be encoded in the diagonal elements
of R (Dale and Sereno, 1993). Information about the spatial covari- Analysis of Spatial Resolution
ance of dipole strength (i.e., spatial smoothness) can similarly be An important property of linear estimation approaches is the exis-
encoded in the off-diagonal elements of R. tence of an explicit expression for the spatial resolution of the dipole

One straightforward way to implement the fMRI constraint is to strength estimates at every location in the source space. Due to
simply threshold the fMRI statistical parametric map and set the a the linear nature of both the forward and inverse solutions, repre-
priori variance estimate to a nonzero value only at locations ex- sented by linear operators A and W, respectively, the estimated
ceeding a certain threshold (George et al., 1995). However, simula- dipole strength vector ŝ(t) can be expressed as a linear operation
tion studies suggest that this approach is exceedingly sensitive on the actual dipole strength vector s(t). More precisely,
to minor model misspecifications, in particular to the presence of

,ŝ(t). 5 ,Wx(t). 5 ,WAs(t) 1 Wn(t). 5 WAs(t). (8)generators of EEG or MEG signals that are not detected by fMRI
(Liu et al., 1998; Liu, 2000). These studies suggest that the distorting

The matrix WA is commonly referred to as a resolution matrix, where
effect of such potential misspecifications is greatly reduced by im-

the columns specify the pointspread for each dipole location, i.e.,
posing a partial fMRI constraint or bias. This is accomplished by

the spatial pattern of estimated dipole strength for a unit of actual
setting the minimum a priori variance estimate to some finite, non-

dipole strength at a particular location (Menke, 1989; Dale and Ser-
zero value (typically 10% of the maximum value).

eno, 1993; Press et al., 1994; Grave de Peralta Menendez et al.,
1997). The half-width-half-max measure was determined by com-
puting the average distance to the dipoles at which the estimatedDynamic Statistical Parametric Mapping

Typically, MEG and EEG are modeled as resulting from the activity dipole strength was greater than half its value at the point where
the model dipole was actually placed.of discrete equivalent current dipoles with time-varying moment

and orientation. In contrast, tomographic methods like fMRI provide
signal estimates at every location within a volume. Because the Cognitive Task
noise variance may vary greatly between voxels, fMRI activation A total of 370 concrete nouns, 3–11 letters long, representing objects
estimates are usually presented as noise-normalized statistical and animals were used as stimuli. Each word was presented for 240
parametric maps (SPMs), rather than as maps of raw signal strength. ms with a 1600 ms stimulus onset asynchrony on a back-projection
The current method provides activity time course estimates for every screen using an LCD video projector. The subject pressed a key
cortical location. By normalizing these estimates by predicted esti- with his/her right hand if the object or animal that the word repre-
mator noise, one can similarly obtain noise normalized SPMs for sented was usually more than a foot in its longest dimension. The
each time point. task was performed by the subjects with each of the repeated words

Due to the linear nature of the Wiener estimate defined in equation six times before data collection began. Stimulus blocks were pre-
4, it is straightforward to compute the variance of each dipole sented in a fixed order of novel-fixation-repeated-fixation. Three
strength estimate due to the additive noise. Specifically, we have hundred sixty of the words were shown only once in one of the

novel blocks and ten words were presented repeatedly in the re-
Var(ŝi) 5 ,(win(t))2. 5 wi CwT

i , (5) peated blocks. In the repeated blocks, each of the ten repeated
words was presented once but in a different order within each block.

where ŝi denotes the ith element of the dipole strength vector ŝ, and Active blocks were separated by 16 s of visual fixation. Thus, a
wi denotes the ith row of the inverse operator W (Liu, 2000). Note given repeating word occurred once and only once in each repeated
that in general three dipole components are required to represent block, and an average of 64 s and 19 intervening stimuli passed
an arbitrary dipole orientation and strength at each location in the between successive presentations of the same word. In each of
brain. For locations whose dipole orientation are known a priori nine runs, four blocks of repeated words and four of novel were
based on anatomical information, only the dipole strength needs to presented. Animals and objects were presented in separate runs.
be determined for each location (Dale and Sereno, 1993). In this Across runs presenting animals (objects), the same ten animals
case, a noise-normalized activity estimate zi(t) can be computed for (objects) were used as repeating stimuli. Exactly the same tasks
each time point t and location i as follows were used for fMRI and MEG studies, with overlapping stimulus

lists. Approximately six months passed between fMRI and MEG
testing sessions.zi(t) 5

wi · x(t)

√wi CwT
i

, (6)

Physiological Data Acquisition and Analysis
The same four normal, strongly right-handed, young adults (onewhere C is, again, the estimated noise covariance matrix (Dale and

Sereno, 1993; Liu et al., 1998). By dividing the estimated total dipole male) were studied with MRI, fMRI, and MEG after appropriate in-
formed consent. The structural MRI was acquired on a 1.5 T Siemensstrength estimate for each location (the numerator in equation 6) by

the predicted standard error of the estimate due to additive noise Vision scanner using an MPRAGE sequence (TR 5 9.7 ms, TI 5 20
ms, TE 5 4 ms, flip angle 5 108, FOV 5 256 mm, slice thickness 5(the denominator in equation 6), we obtain a normalized dipole

strength zi(t) that is t distributed under the null hypothesis of no 1 mm), and the cortical surface was reconstructed as described
below.dipole activity (i.e., s(t) 5 0). Since the number of time samples used

to calculate the noise covariance matrix C is quite large (typically fMRI data were collected using a GE 1.5 T MRI scanner retrofitted
for echoplanar imaging (Advanced NMR Systems, Wilmington, MA).more than 100), the t distribution approaches a unit normal distribu-

tion (i.e., a z-score). Data were acquired from 16 approximately axial slices covering the
entire brain (7 mm slice thickness; 3.1 3 3.1 mm in-plane resolution)If, on the other hand, no a priori assumptions are made about the

local dipole orientation, three components are required for each using a standard GE quadrature head coil. An automated shimming
procedure was used to improve B0 field homogeneity (Reese etlocation. A noise-normalized estimate of the local current dipole

power (sum of squared dipole component strengths) at location i al., 1995). T1-weighted inversion recovery echoplanar images were
acquired for anatomical alignment of functional images (TR 5 20 s,is given by
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TI 5 1100 ms, 1.5625 mm in-plane resolution). Finally, T2*-weighted collaboration of K. Kwong and J. Klopp. This research was sup-
functional images were acquired using an asymmetric spin echo ported by the Human Frontiers Science Program (A. M. D. and E. H.),
sequence sensitive to BOLD contrast (tau 5 225 ms, TE 5 50 ms, the National Foundation for Functional Brain Imaging (B. R., A. M. D.,
TR 5 2000 ms, 3.125 mm in-plane resolution). The fMRI data were and E. H.), the Whitaker Foundation (A. M. D.), Office of Naval Re-
analyzed using a generalized linear model, where the fMRI signal search (E. H.), and the National Institutes of Health (A. M. D.: R01-
was modeled as a piecewise constant function of experimental con- RR13609; E. H.: R01-NS18741).
dition (novel, repeated, and fixation) convolved with an assumed
impulse response function (Boynton et al., 1996; Friston et al., 1998).
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