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of migration into a particular region can be eliminated, in part, if
similar numbers of immigrants come from the north and the south.
However, if more immigrants come from the south, the mean
phenotype in a given region will tend to be pushed to a value that
is optimal for a more southerly region. It can be shown that the
fertility of a local population, in comparison with the fertility of the
population immediately to its south, becomes smaller (in propor-
tional terms) as one moves further north. Thus we have another
reason why the loss of fitness resulting from migration tends to be
largest in the far north.

In the trial shown in Fig. 1a, Θ , 1, so asexuals have an intrinsic
fertility disadvantage. Analysis shows that this disadvantage pre-
cludes a successful invasion by asexuals with a phenotype that is
optimal for region number 5, or by asexuals with phenotypes
optimal for any of the regions south of region 5. However, a
successful invasion is possible by an asexual phenotype that is
optimal for any of the regions north of region 5. This pattern of
asexuals being able to invade the initial equilibrium successfully
only if they are adapted to northern regions was often found among
the polymorphic trials (about 25% of the time). However, we also
found that, in about 75% of the polymorphic trials, asexuals
optimal for any region could invade the initial equilibrium success-
fully. Nevertheless, even among these trials, the probability of
establishment of a clone after its introduction was generally
higher if the clone was adapted to the north and was introduced
in the north than if the clone was adapted to the south and
introduced in the south.

What accounts for the difference in the likely fate of north- and
south-adapted asexual clones? Roughly speaking, members of these
clones do not mate, and so individuals with the optimal phenotype
for a given region produce offspring with this same optimal
phenotype. In contrast, a sexual adult with the locally optimal
phenotype may have a non-optimal mate (possibly a migrant), and
so many of the offspring may also be non-optimal. Immigrants and
their recent descendants are most common in the north, so the
initial invasion of asexuals is more likely in northern areas (where
their mode of reproduction confers the largest advantage) than in
the south. A similar explanation has been proposed to account for
the presence of self-fertilizing plants in areas with unusual local
environments21. Note that a loss of fitness due to maladapted
migrants is a well-known phenomenon in natural populations21,22,
and has recently been implicated in speciation and the establish-
ment of the limits of species ranges23,24.

Throughout the series of invasions that led to the equilibrium
shown in Fig. 1a, asexual clones adapted to the far south were at a
disadvantage compared with some north-adapted clones (see
Fig. 2). The reasons for this are similar to those state above with
regard to the initial all-sexual equilibrium.

But what accounts for the 77 polymorphic trials (4%) in which
the average position for asexuals was further south than that for
sexuals at the final equilibrium? The answer appears to have some-
thing to do with the occurrence of unlikely events in the series of
invasions leading to the final equilibrium. Strong support for this
idea comes from tests in which we re-ran each of the exceptional
trials 10 times. In all but 14 of the 77 cases, the average position of
sexuals was further south than that of asexuals at the final equili-
brium for most of the 10 trials run.

In addition to the simulation study just described, we have also
carried out a set of simulations using a model in which the
phenotype of the clone that makes the first successful invasion is
as described above, but all the subsequent clones are produced as
mutations to randomly chosen sexual individuals (just like the first
clone), not as mutations to asexual individuals. The results were
similar to those described above.

As we have seen, the tendency of the model to produce patterns
similar to those found in nature depends on the presence of
relatively short growing seasons in the north, and this leads to

high frequencies of migrants in northern areas. However, short
growing seasons also occur at high altitudes. Thus the processes
described here may also explain the tendency of asexuals to occur at
high altitudes. Migrants should also be common on the margins of
populations because the population density in these areas is often
very low compared with nearby (but more central) regions. It has
often been asserted that asexuals tend to occur on the margins of
populations2–8, and given our results it seems likely that this is a
result of a process similar to the one described above. We have now
carried out a simulation study that supports this view (results not
shown). M
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Information is stored in neural circuits through long-lasting
changes in synaptic strengths1,2. Most studies of information
storage have focused on mechanisms such as long-term potentia-
tion and depression (LTP and LTD), in which synaptic strengths
change in a synapse-specific manner3,4. In contrast, little attention
has been paid to mechanisms that regulate the total synaptic
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strength of a neuron. Here we describe a new form of synaptic
plasticity that increases or decreases the strength of all of a
neuron’s synaptic inputs as a function of activity. Chronic blockade
of cortical culture activity increased the amplitude of miniature
excitatory postsynaptic currents (mEPSCs) without changing
their kinetics. Conversely, blocking GABA (g-aminobutyric
acid)-mediated inhibition initially raised firing rates, but over a
48-hour period mESPC amplitudes decreased and firing rates
returned to close to control values. These changes were at least
partly due to postsynaptic alterations in the response to glutamate,
and apparently affected each synapse in proportion to its initial
strength. Such ‘synaptic scaling’ may help to ensure that firing
rates do not become saturated during developmental changes in
the number and strength of synaptic inputs5, as well as stabilizing
synaptic strengths during Hebbian modification6,7 and facilitating
competition between synapses7–9.

We tested the idea that postnatal rat visual cortical pyramidal
neurons in primary cell culture scale the strength of AMPA (a-
amino-3-hydroxy-5-methyl-4-isoxazole propionic acid)-mediated
synaptic currents up or down as a function of activity. To sample
inputs from a large number of synapses we used whole-cell voltage-
clamp recordings to measure mEPSCs. In control cultures there
was a broad distribution of mEPSC amplitudes10,11 (Fig. 1a;
average quantal amplitude ¼ 13:6 6 0:7 pA at −70 mV, n ¼ 27).
The effects of decreasing or increasing firing rates for 48 h on
mEPSC amplitude are shown in Fig. 1a. On average, mEPSC
amplitudes from cultures grown in tetrodotoxin (TTX), which

completely abolished firing, increased to 192 6 16% of control
values, and there was a similar effect on area (Fig. 1b, n ¼ 10).
Blockade of GABAA-mediated inhibition with bicuculline, which
raised firing rates to 265 6 10% of control values, significantly
decreased mEPSC amplitude to 70 6 4% of control values (Fig. 1b,
n ¼ 10), and also decreased mEPSC area. For the manipulations
described here and below, resting potentials, input resistances,
whole-cell capacitances and series resistances were similar between
conditions (Table 1). These data demonstrate that the quantal
amplitude of AMPA synapses can be increased or decreased by
changes in activity. Activity blockade did not significantly affect the
amplitude of AMPA-mediated mEPSCs recorded from bipolar
interneurons (Fig. 1c, n ¼ 14), indicating that excitatory inputs
from pyramidal neurons are regulated differently depending on the
nature of the target neuron.

Some forms of synaptic plasticity require calcium influx through
NMDA (N-methyl-D-aspartate) receptors3,4. To examine the effects
of NMDA receptor blockade on mEPSC amplitude, cultures were
grown in the NMDA antagonist AP5 (D(−)-amino-7-phosphono-
valenic acid) for 48 h AP5 did not influence firing rates (95 6 24%
of control values), and had no effect on mEPSC amplitude or area
(Fig. 1b, n ¼ 8). In contrast, blocking AMPA receptors with 6-
cyano-7-nitroquinoxaline-2,3-dione (CNQX), which like TTX
completely abolished firing, significantly increased mEPSC ampli-
tude to 195 6 24% of control values (Fig. 1b, n ¼ 10). These
observations indicate that, in contrast to many forms of LTP and
LTD3,4,12, the change in synaptic strength produced by activity
blockade is not simply the result of a change in NMDA receptor
signalling.

Cumulative amplitude histograms showed that the entire dis-
tribution of mEPSC amplitudes shifted towards larger values for
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Figure 1 AMPA mEPSC amplitudes from control cultures or cultures grown in

TTX, CNQX or bicuculline for 48 hours. a, Representative recordings. Left, raw

data; right, average mEPSC waveform for the neuron on the left. b, Average

mEPSC amplitudes and areas expressed as a percentage of control (one way

analysis of variance (ANOVA), P , 0:002); t-tests (using a Bonferoni correction for

multiple comparisons) indicate that TTX, CNQX and bicuculline (Bicuc) ampli-

tudes differ significantly from control (P , 0:004, 0.02 and 0.01, respectively),

whereas AP5 does not. c, Average amplitudes of AMPA mEPSCs from bipolar

interneurons grown with or without TTX for 48h. d, Cumulative amplitude

histograms for mEPSCs recorded under each condition. e, Average mEPSC

waveforms for each condition, unscaled (average) and scaled (scaled average).
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Figure 2 Effects of activity on mEPSCs, paired transmission, and firing rates. a,

Time course of changes in quantal amplitude. Inset, mean mEPSC amplitudes for

control and after 15, 26 and 48h (oneway ANOVA, P , 0:002).b, Paired recordings

from control and TTX-treated cultures. Inset, mean 6 s:e:m: for control (n ¼ 13) or

TTX-treated (n ¼ 9, P , 0:005, Wilcoxon rank sum test) pairs. c, d, Regulation of

firing rates during chronic exposure to bicuculline. Control cultures recorded in

ACSF or bicuculline (Bicuc), and bicuculline-treated cultures recorded in

bicuculline or ACSF. c, Representative recordings. d, mean 6 s:e:m: (n ¼ 9 in

each condition; Bicuc in Bicuc significantly different from control in Bicuc,

P , 0:01, and not significantly different from control in ACSF, P ¼ 0:24, corrected

t-test).
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TTX-treated and CNQX-treated cultures, and towards smaller
values for bicuculline-treated cultures (Fig. 1d). We examined
mEPSC kinetics by determining the average mEPSC waveforms
under the different conditions (Fig. 1e). Scaling and overlaying
these averaged waveforms revealed no differences in the rise and
decay kinetics (Fig. 1e), and individual measurements of rise times
also showed no significant differences between conditions (Table 1).
In contrast to LTP and other rapid potentiation protocols13–15, there
were no significant differences in mEPSC frequency between con-
ditions (Table 1). The lack of effect on frequency and kinetics
suggests that, in accord with other studies16,17, altering activity for
two days does not significantly influence the placement or number
of excitatory synapses onto pyramidal neurons.

The time course of mEPSC regulation was determined by block-
ing activity for 15, 26, or 48 (64) h (n ¼ 8, 11 and 10, respectively).
There was a progressive increase in mEPSC amplitude with treat-
ment time, indicating that this process is both slow and cumulative
(Fig. 2a).

Does the activity-dependent regulation of mEPSC amplitude
produce a change in spike-mediated EPSCs? TTX treatment increased

EPSC amplitude between pairs of monosynaptically connected
pyramidal neurons from 89 6 65 pA (measured at −70 mV,
n ¼ 13 pairs) to 219 6 52 pA (n ¼ 9 pairs) (Fig. 2b). There was
no effect on EPSC reversal potential (1:6 6 1:0 and 2:2 6 1:1 mV
for control and TTX-treated pyramidal neurons, respectively).

The regulation of mEPSC amplitudes described above could act
to stabilize firing rates, because raising firing rates decreases the
strength of excitatory synaptic inputs, and vice versa. To test
whether firing rates are regulated homeostatically in response to
changes in activity, cultures were grown under control conditions or
in bicuculline for 48 h, and whole-cell current-clamp recordings
were used to measure firing rates (Fig. 2c). Acute bicuculline
treatment raised firing rates significantly from 0:4 6 0:1 to
1:1 6 0:2 Hz (Fig. 2d), but after 48 h in bicuculline, firing rates
recorded in bicuculline declined significantly to 0:24 6 0:06 Hz, and
were close to zero when bicuculline was removed (Fig. 2d). These
data indicate that increased firing produces a regulatory response
that returns firing rates to control levels. Previous studies have
shown that chronic TTX treatment dramatically increases firing
rates when the TTX is removed18,19. The bidirectional regulation of

Table 1 Effects of treatments on neuronal properties

Treatment Vm Rin Rise time Capacitance Sr Frequency
...................................................................................................................................................................................................................................................................................................................................................................

TTX 99:8 6 3:5 113:0 6 19:0 91:6 6 8:4 104:1 6 11:7 101:1 6 9:7 95:5 6 15:5
CNQX 105:5 6 4:2 108:4 6 18:2 92:8 6 6:4 95:5 6 9:2 83:6 6 8:9 99:2 6 26:0
Bicuculline 103:5 6 2:3 100:3 6 14:0 103:5 6 2:3 99:8 6 8:6 110:4 6 6:6 108:2 6 22:3
AP5 102:3 6 2:6 102:3 6 5:0 91:6 6 9:7 104:7 6 11:7 100:2 6 11:2 99:5 6 26:5
...................................................................................................................................................................................................................................................................................................................................................................
Effects of treatment on resting potential (Vm), input resistance (Rin), mEPSC rise times, whole-cell capacitance, series resistance (Sr) and mEPSC frequency, expressed as a percentage of
values from sister control cultures. None of these differences were statistically significant. For controls, Vm ¼ 60:3 6 1:6mV; Rm ¼ 1:1 6 0:4GQ; rise time ¼ 0:78 6 0:05ms;
capacitance ¼ 28:7 6 3:9pF; Sr ¼ 12:8 6 1:2MQ; and mEPSC frequency ¼ 0:34 6 0:08Hz.
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Figure 3 Activity blockade increases the postsynaptic sensitivity to glutamate. a,

Differential interference contrast image of a cultured pyramidal neuron, showing

the sites at which glutamate was applied: 1, soma; 2, 35mm from the soma; and 3,

70 mm from the soma. b, Representative responses for control and TTX-treated

neurons: 1, 2 and 3 correspond to the sites indicated in a. Each trace shows 5

overlaid responses from the same site. c, Average responses at the three sites for

control (n ¼ 9) and TTX-treated (n ¼ 8) neurons. Responses for TTX-treated

neurons are significantly larger than control (site 1, P , 0:001; 2, P , 0:02; 3,

P , 0:05, t-test).
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Figure 4 Activity scales mEPSC amplitudes multiplicatively. a, Ranked control
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best fit to the data (open circles) of additive (dashed lines), random additive
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b, The original TTX and bicuculline distributions were transformed by the

preceding equations and plotted with the control data.
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quantal amplitude is likely to contribute significantly to the homeo-
static regulation of firing rates.

Changes in mEPSC amplitude could be occurring through a
postsynaptic change in glutamate responsiveness or a presynaptic
change in the glutamate content of synaptic vesicles. To investigate
this, pulses of glutamate were applied to pyramidal neurons in the
presence of TTX and AP5 and the amplitudes of the resulting
glutamate currents were measured (Fig. 3a, b). Chronic TTX
treatment increased the current amplitude to 278 6 39% of control
values at the soma, and similar increases were seen along the apical
dendrite (Fig. 3c; control, n ¼ 9; TTX, n ¼ 8). No difference in rise
times or times to peak of the glutamate currents were observed
between conditions, indicating that the difference in amplitude is
not due to a difference in rates of diffusion or removal of glutamate
under the two conditions (rise times ¼ 7:5 6 0:7 and 8:9 6 0:8 ms,
and times to peak ¼ 23 6 1:4 and 25 6 1:1 ms, respectively). These
data suggest that activity regulates mEPSC amplitude through a
postsynaptic change in receptor number or function, although there
may be additional presynaptic changes. In contrast to supersensi-
tivity at the neuromuscular junction, where enhanced responsive-
ness is exclusively extrajunctional and mEPP amplitude does not
change20,21, the change in mEPSC amplitude observed here indicates
that receptors located at the synapse are involved in the regulatory
process.

What is the relationship between the mEPSC amplitude distribu-
tions produced by different activity levels? The average quantal
amplitude could be modified by changing synaptic strengths by a
constant value (an additive function), by adding a random amount
(a random additive function), or by scaling synaptic strengths by the
same multiplicative factor (a multiplicative function). To distin-
guish between these possibilities, control amplitudes were plotted
against TTX amplitudes (Fig. 4a) or bicuculline amplitudes (Fig.
4b) and the resulting relationship fit using each of the above models.
The data were well fit by linear functions with slopes of 2.73 (TTX)
and 0.66 (bicuculline), but not by additive or random additive
functions (Fig. 4a). When scaled multiplicatively by these slope
values, the cumulative amplitude distributions for TTX and bicu-
culline were almost perfectly superimposable on the control dis-
tribution (Fig. 4b), suggesting that activity is globally scaling
quantal amplitudes in a multiplicative manner. Taken together,
our data place several constraints on the biophysical mechanism of
synaptic scaling. If this scaling occurs through a change in the
function of existing AMPA receptors through phosphorylation22,23

or some other mechanism, this process must modify single-channel
conductance without influencing mEPSC kinetics. Alternatively, if
this scaling occurs through changes in the synthesis and insertion of
glutamate receptors24,25, or through conversion of existing receptors
between inactive and active states26,27, then receptors must be
inserted or converted in proportion to the existing number of
functional receptors.

Multiplicative scaling of synaptic strengths preserves relative
differences between inputs (such as those produced by Hebbian
modifications), while allowing a neuron to adjust the total amount
of synaptic excitation it receives. This process may help developing
neurons remain responsive to inputs both early in development,
when the number of synaptic inputs is small, and later in develop-
ment as the number rises28. This may be important for allowing
developing neurons to participate in the correlation-based mechan-
isms that contribute to circuit formation5. Consistent with this,
there is evidence that mEPSC amplitudes in hippocampal neurons
decrease as the number of synaptic inputs increase29. In addition, by
contributing to a stabilization in firing rates, synaptic scaling may
help to counteract the destabilizing effects of Hebbian synaptic
modifications6,7,30. This instability arises because synaptic potentia-
tion increases postsynaptic firing rates, thus increasing the correla-
tion with presynaptic activity and producing a positive feedback
loop that eventually saturates even weakly correlated inputs. Finally,

this process predicts that strengthening of some inputs will lead to a
scaling down of all synaptic strengths. Synaptic weakening has been
suggested to be the prelude to synapse elimination8,9. By reducing
weak inputs in response to the strengthening of others, synaptic
scaling may contribute to the processes of synaptic competition and
elimination. M
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Methods

Rat visual cortical cultures were prepared from rat pups at postnatal days 4–6,
and whole-cell recordings were obtained in artificial cerebrospinal fluid (ACSF)
as described18. Experiments were performed after 7–9 days in vitro. All data
were obtained in parallel on treated and age-matched sister control cultures.
Drug concentrations were 1 mM TTX, 20 mM bicuculline, 20 mM CNQX and
50 mM AP5. Recordings with resting potentials greater than −55 mV, series
resistances greater than 20 MQ, or fewer than 50 mEPSCs were excluded.
Pyramidal and non-pyramidal neurons were distinguished as described18. To
record mEPSCs, neurons were held in voltage clamp at −70 mV using an
Axopatch 1D in the presence of TTX, bicuculline and AP5. In-house software
was used to detect and measure mEPSCs; detection criteria included ampli-
tudes greater than 5 pA and 20–80% rise times less than 3 ms. All data are
reported as mean 6 s:e:m: for the number of neurons indicated. Paired
recordings were obtained in ACSF with AP5, and the pipette solution for the
postsynaptic cell contained caesium and QX-314. Monosynaptic EPSCs were
considered to be those with latencies of less than 4 ms, less than 1 ms of jitter, a
monotonic rising phase, and reversal potentials of approximately 0 mV. A
picospritzer was used to deliver puffs of 0.5 mM glutamate (pipette diameter,
2 mm) while holding pyramidal neurons at −70 mV in whole-cell voltage clamp
in the presence of TTX and AP5. Puffs were repeated 5 times at each site and the
results averaged. The relationship between control and experimental amplitude
distributions was determined by ranking mEPSC amplitudes from all cells
recorded from TTX-treated, bicuculline-treated, or control cultures in ascend-
ing order. These amplitude distributions were linearly interpolated to produce
an equal number of observations in each condition, and experimental ampli-
tudes plotted against control amplitudes. For additive function, the same value
was added to each control amplitude; for random additive functions, the
differences between ranked experimental and control amplitudes were calcu-
lated and these values were added to control amplitudes in random order; for
multiplicative functions, each control value was transformed by a linear
equation with a slope greater than (for TTX) or less than (bicuculline) 1; the
non-zero intercepts of the best-fit multiplicative functions are close to those
required (8.7 and −1.7 pA, respectively) to compensate for the 5-pA amplitude
cut-offs.
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The molecular diversity of voltage-activated calcium channels was
established by studies showing that channels could be distin-
guished by their voltage-dependence, deactivation and single-
channel conductance1–3. Low-voltage-activated channels are
called ‘T’ type because their currents are both transient (owing
to fast inactivation) and tiny (owing to small conductance)2. T-
type channels are thought to be involved in pacemaker activity,
low-threshold calcium spikes, neuronal oscillations and reso-
nance, and rebound burst firing4. Here we report the identifica-
tion of a neuronal T-type channel. Our cloning strategy began
with an analysis of Genbank sequences defined as sharing homol-
ogy with calcium channels. We sequenced an expressed sequence
tag (EST), then used it to clone a full-length complementary DNA
from rat brain. Northern blot analysis indicated that this gene is
expressed predominantly in brain, in particular the amygdala,
cerebellum and thalamus. We mapped the human gene to
chromosome 17q22, and the mouse gene to chromosome 11.
Functional expression of the channel was measured in Xenopus
oocytes. Based on the channel’s distinctive voltage dependence,
slow deactivation kinetics, and 7.5-pS single-channel conduc-
tance, we conclude that this channel is a low-voltage-activated

T-type calcium channel.
The molecular biology of voltage-activated Ca2+ channels began

with the cloning of the skeletal muscle dihydropyridine receptor,
a1S (reviewed in ref. 5). Using a combination of low-stringency
hybridization and polymerase chain reaction (PCR) techniques,
five other a1 subunits of calcium channels have been cloned5. All
six of these a1 subunits form high-voltage-activated (HVA) Ca2+

channels. Original studies on a rat a1E clone6 suggested that it
belonged to the low-voltage-activated (LVA) family. However,
mouse7, rabbit8 and human7,9 a1E clones form HVA channels.
Strong evidence that a1E is not part of a T-type channel was
provided by studies showing it had double the single channel
conductance for Ba2+ (12–14 pS)7–10. Our alternative cloning strat-
egy was to use a text-based search of the Genbank to find new
sequences that showed homology with cloned calcium channels.
Based on its 45% homology with domain III S1 of the carp a1
(P22316), we decided to sequence H06096. Although its deduced
amino-acid sequence had low homology to cloned Ca2+ channels, it
contained readily identifiable motifs including an S4 region and a
pore loop. Using H06096 as a probe, we screened a rat brain lgt10
cDNA library. A full-length cDNA, referred to as a1G or CavT.1, was
assembled from five overlapping clones. Search of the non-redun-
dant division of the Genbank revealed that a1G was similar to other
Ca2+ channel a1 subunits, but most similar to C54D2.5 (Genbank
No. U37548), a putative protein found in the genomic DNA of
Caenorhabditis elegans11. Homologous human (H19230, R19524)
and mouse (AA386626) EST clones were also identified and
sequenced. Sequence identity among the Ca2+ channel a1 subunits
is highest in the putative membrane-spanning regions, with most
changes being conservative with respect to structure (Fig. 1).
Charged residues are particularly conserved, with many charges
being conserved across all domains and in voltage-gated Na+ and K+

channels12. The charged residues of the S4 regions are also con-
served, consistent with its role as a voltage sensor13. The cation
selectivity of Ca2+ channels requires a ring of negative charge
provided by glutamate residues found at similar locations in each
domain14. In a1G, two of these glutamates are replaced by aspartate,
suggesting an altered selectivity. In contrast, there is little conserva-
tion of the sequences that link these regions within a domain, and
even less between the intracellular loops that connect the domains.
Notably, the motifs involved in binding the b-subunit15,16 and
calcium17 are missing.

Northern blot analysis of human and rat tissues indicates there
are two a1G messenger RNA transcripts, with a predominant band
of 8.5 kilobases (kb) and another of 9.7 kb (Fig. 2). The strongest
signals were detected in brain, and less abundantly in heart. Longer
exposure reveals expression in placenta, kidney and lung. Tran-
scripts were detected in all human brain regions studied, with strong
signals from (in relative order of abundance) amygdala, thalamus,
subthalamic nuclei (Fig. 2c) and cerebellum (data not shown). To
confirm the northern blot analysis, we used PCR followed by
subcloning and sequencing.

Genetic mutations of either the calcium channel a1A subunit or
b4 subunits result in ataxic and epileptic phenotypes18,19. A similar
link between T-type channels and absence epilepsy has been
suggested20. As a first step in exploring such a link we mapped
the human and murine a1G genes. The human a1G gene,
CACNA1G, was mapped to chromosome 17 between the markers
AFMA126YD5 and D17S798 (LOD score . 3:0), using the Gen-
bridge 4 radiation hybrid panel. Fluorescent in situ hybridization to
normal male human metaphase spreads was carried out using the
a1G cDNA clone R19524. Analysis of 22 metaphases confirmed the
localization of CACNA1G to chromosome 17 and 59% of these
could be assigned to the 17q22 band. The mouse a1G gene,
Cacna1g, was mapped to chromosome 11 on the EUCIB map21

between the markers JPAV507 and D11Mit263 with a LOD score
of 8.0.


