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ABSTRACT The functional architecture of mammalian
visual cortex has been elucidated in impressive detail by
experimental work of the past 20-25 years. The origin of many
of the salient features of this architecture, however, has
remained unexplained. This paper is the first of three (the
others will appear in subsequent issues of these Proceedings)
that address the origin and organization of feature-analyzing
(spatial-opponent and orientation-selective) cells in simple
systems governed by biologically plausible development rules.
I analyze the progressive maturation of a system composed of
a few layers of cells, with connections that develop according to
a simple set of rules (including Hebb-type modification). To
understand the prenatal origin of orientation-selective cells in
certain primates, I consider the case in which there is no
external input, with the first layer exhibiting random sponta-
neous electrical activity. No orientation preference is specified
to the system at any stage, and none of the basic developmental
rules is specific to visual processing. Here I introduce the theory
of "modular self-adaptive networks," of which this system is
an example, and explicitly demonstrate the emergence of a
layer of spatial-opponent cells. This sets the stage for the
emergence, in succeeding layers, ofan orientation-selective cell
population.

A complex functional architecture for mammalian primary
visual cortex (and precortical structures) has been experi-
mentally elucidated over the past 20-25 years, spearheaded
by the work of Hubel and Wiesel (1, 2). How complex do the
rules that specify the development of this architecture need
to be, and what are the organizing principles for this speci-
fication?

I have found that a surprisingly simple set of physiologi-
cally and anatomically plausible rules suffices to generate
many of the salient features of this functional architecture.
The starting point is a network comprising several two-
dimensional layers of cells, with connections of unspecified
strength to each cell ofone layer from a neighborhood of cells
of the preceding layer, and with a given rule for updating
connection strength. The synaptic connection strengths
reach their mature values under the influence of this rule,
which in the present work is of Hebb type (3). This is a
particular example of the class of systems that we shall call
"modular self-adaptive networks." This means that the
network arrangement is specified at the module (in this case,
layer) level (e.g., "layer A provides input to layer B") and
that a small amount of statistical information about the
cell-to-cell connections is provided (e.g., the initial ratio of
the numbers of excitatory and inhibitory synapses) but that
the detailed connections and their strengths are unspecified
and allowed to emerge during the development ofthe system.

This paper shows how, and under what conditions, spatial-
opponent cells (with central excitatory and peripheral inhib-
itory inputs at maturity, or with the reverse) emerge during
the development of such a layered network, even in the
absence of visual experience. The next paper in this series
will show how orientation-selective cells (4) (which respond
maximally to bars or edges of particular orientation) emerge
in succeeding layers of the same system.

I emphasize that these papers deal with the emergence of
network structure and differentiated cell types, starting with
rules governing connection formation and modification. They
do not address the biochemical and other mechanisms by
which these lower-level rules may be implemented.
We are thus concerned with the following questions. Given

some simple, biologically plausible rules for synaptic modi-
fication and for the basic structure of a network, and given
only spontaneous electrical activity (no environmental in-
put), do any biologically interesting network structures
emerge? If they do, how constrained is the class of structures
that can arise? If feature-analyzing cells of various types
(e.g., opponent cells and orientation-selective cells) emerge,
is their formation robust, or is it dependent upon precise
choices of initial conditions and of modification rules?
We consider here a system having a simple gross archi-

tecture and development rule. This is in order to lay bare the
mechanisms by which certain feature-analyzing functions
observed in the visual system emerge even in a simply
specified example of a modular self-adaptive network. More
complicated assumptions-which may be appropriate if
one's goal is a detailed model of a retinocortical pathway-
may be analyzed using the same principles as are introduced
here. As an example, a network ofthree layers-representing
the photoreceptor, horizontal-cell, and bipolar populations-
that has gross connectivity more complicated than the "A-
to-B-to-C" arrangement we treat here could be used as a
model for opponent-cell formation in the retinal bipolar layer.

SYSTEM SPECIFICATION
Fig. 1 shows the gross architecture of the system. Each cell
of layer M (M = B or C) receives inputs from a large number
of cells in an overlying region of the predecessor layer L.
(Conversely, each L cell can supply input to a number ofM
cells.) The density of synapses from layer L to a given cell of
layer M generally decreases as one proceeds away from the
overlying point in any direction. Where a definite form is
needed for calculation, we assume the synaptic distribution
is Gaussian; i.e., has average density proportional to
exp(-aMr2). [The radius of this distribution is of order rM
(a )j1/2] For simplicity, we consider each synapse to be
located in layer L at some position that does not change
during development. We refer to the set of all synaptic
connections to a given postsynaptic cell as the arborization of
the cell. Each synapse conveys as input to the postsynaptic
M cell whatever "activity" value (next paragraph) is being
generated by the L cell located at that synapse's position.
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FIG. 1. Modular self-adaptive network diagram for the system
discussed in this paper.

We characterize the signaling behavior of each cell, at any
given time, by a number that we will call its "activity." (This
can be thought ofas corresponding to a spike frequency in the
case of action potential-producing cells in biological sys-
tems.) A "presentation" Xr is defined as the set of activities
{FL'x} at each location x in layer L at a given time.
We consider here the case in which there is no environ-

mental input. We assume that the cells in layer A provide
random spontaneous uncorrelated activity as input to layer
B. For definiteness, think of A as divided into small boxes,
each having sides of length 6, with activity FArx being
uniform within each box, uncorrelated between different
boxes, and with no more than one or a few connections to a
given B cell from any one box. For NB synapses (from layer
A to a given B cell) scattered over an area of order rm2, this
regime of interest is described by NBO2/114 S 1. [The results
are independent of whether the maximum number of con-
nections from any A box to a given B cell is one (i.e., strict
lack of any microcorrelation) or a few.]
We assume that, for each presentation, the output of a

postsynaptic cell in layer M is a linear function of its inputs
from layer L, with the input at thejth synapse being weighted
by a "synaptic connection strength" cj. That is,

FMff = Ra + RbjcjFjtL, [1]

where FjL is the input activity seen by the jth synapse, and
is equal to the layer-L activity FLff(xj) at the position xj of that
synapse. Ra and Rb are taken to be constants (Rb > 0). In this
notation the postsynaptic M cell is given no index. This
should cause no confusion, since we shall be using Eqs. 1 and
2 to calculate the development of the connections from layer
L to a single cell of layer M.
We take the view that the values of Ra, Rb, and the other

constants we shall introduce are specified to be substantially
the same for all cells of the same population-in this case, for
all cells of the same layer M. In a biological system, these
values would be specified either genetically or by earlier
developmental processes that we are not considering here.
We use a Hebb-type rule for modifying connection

strengths during development. We want (Ac,)1r, the change in
ci due to presentation ir, to be greater when the input activity
FiLJ at the ith synapse is correlated with the output activity
FMlr of the postsynaptic cell and less when these activities are
uncorrelated or anticorrelated. We choose a particularly
simple form in which the change in ci as a result of a
presentation Xr is

(Ac.)Yr = ka + kb(FMff - Fom)(FLr- FO), [2]

where ka, kb, Fom, and F& are constants (kb > 0). We assume
that the connection strength changes very little with each
presentation.
Hebb-type rules typically lead to connection strengths that

increase or decrease without limit, unless some saturation
condition is imposed. We will assume that each connection
strength is bounded by two values: 0 and +1 for excitatory

synapses and -1 and 0 for inhibitory synapses. All the
features of interest also emerge if one makes the simpler, but
biologically less reasonable, assumption that each connec-
tion strength has the same pair of limiting values (one
negative, the other positive). Eq. 3, the ensemble-averaged
form of Eq. 2, will accordingly be used except when c would
thereby range beyond its allowed limits, in which case c will
be held at its limiting value for that time step.
We assume that first the A-to-B connections, and then the

B-to-C connections, develop to their mature values. In the
next section we shall see that just four parameters per layer
(which are functions of the constants introduced above)
completely define the layer structure and the development
process, apart from random variations (in synaptic position
and initial c values).

METHODS

The Ensemble-Averaged Development Equation. Since we
have assumed that the c values change very little with each
presentation, we can average Eq. 2 over an ensemble of
presentations, using Eq. 1 to express FM" in terms of the
{F)-"} values. This gives ci, the rate of change of ci, averaged
over a time long compared to each presentation, but short
compared to the time required for layer maturation:

Ci = ki + 1j(Qij + k2)cj.
NM

[3]

Here

"ijL = f 2((Filr- FL) x (FLr -)),W; [4]

angle brackets denote the ensemble average; ki [ka + kb(Ra
-FO)(T=- F&)]/(NMkbRbfo); k2 TL(FL - Fo)/f2; NM is
the total number of inputs to the M cell;fo is an arbitrary unit
of activity (introduced to allow convenient normalization of
QJL,); the unit of time is defined for convenience so that the
number of presentations per unit time [which enters cj
Npre((Ac)1YX] iS Npres 1/(NMkbRbf); and Fl- is the ensem-
ble-averaged activity at any point of layer L. The values of
PL and Qjj- are substantially independent of location, for the
present system in the absence of external input. (For layers
beyond the first, these values are subject to random varia-
tions resulting from layer nonuniformities, which we shall
discuss, but there is no systematic positional bias in our
system, as there could be if a biased ensemble of inputs were
being presented to the network.)
The function Q4, is proportional to the autocorrelation

function ofthe activities at two points in layer L: the positions
of synapses i andj that share the same postsynaptic M cell.
This does not imply any direct interaction between the two
synapses. The Qu, function arises because the Hebb rule
refers to the correlation between pre- and postsynaptic
activities, and the postsynaptic output activity is a linear
function of all the inputs.
The Program. To calculate the development of each layer

M in turn, we do the following: (i) Calculate the QL function
appropriate to an ensemble ofrandom layer-A presentations,
as processed by the mature intervening layers through and
including layer L. (ii) For each set of parameter values, and
for a postsynaptic M cell having synapses placed at random
according to the specified density distribution, choose a
random set of initial c values and solve Eq. 3 for the
development of the M cell. The four parameters for each
layer are kj, k2, aL/aM(= r2/rL), and nEM* In our simulations,
a fraction nEM of the L-to-M synapses have c limits 0 and 1,
and the rest, -1 and 0; alternatively, all of the synapses have
c limits nEM - 1 and nEM. (iii) Explore the sensitivity of the
mature cell morphologies to the random initial choices. If the
mature morphology is substantially independent of the ran-
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dom choices (i.e., is determined by the four parameter
values, which we take to be uniform for all M cells), then
layer M will mature to be populated by cells of uniform
morphology. If this insensitivity to random synaptic positions
and initial c values is indeed the case, then return to step 1 to
calculate QM and solve for the maturation of the next layer.

RESULTS

From the given set of specifications (which embody rather
weak assumptions, none of which are specific to visual
processing), we shall see that spatial-opponent cells emerge
in layer C.
Tendency of Synaptic Connection Strengths (c) to Reach

Limiting Values. Any mature cell (i.e., a cell for which all c
have reached stable final values) in this system must have all,
or all but one, of its c values "pinned" at limiting values.
Proof: Suppose the opposite, and let cl and c2 be intermediate
c values satisfying cl = c2 = 0. To check stability against
small perturbations, let cl be increased by a small amount e,

and let c2 be decreased by E. Then the new value of cl = e x

(Q1 - Q12)/NM, which is positive in the present system since
the activity correlation of a cell with itself exceeds the
correlation between two different cells. Similarly, the new
value of C~2 = -E X (QL - QL )/NM is negative. Hence the
system is unstable against this perturbation; the new values
of 61,2 cause the perturbation to amplify, rather than causing
the system to return to its unperturbed state. All of our
mature cells obtained by simulation are found to have all (or
all but one) c at limiting values.
Development of the A-to-B Connections. For random spon-

taneous activity in layer A, Qy = 1 if i and j lie in the same
A box (defined above), and 0 otherwise. For each B cell,
place NB synapses randomly according to the distribution
exp(-aBr2), choose random initial ci values (from some
distribution that may, but need not, be the same for all B
cells), and solve Eq. 3. If Ikl1 and Ik21 are both 1/NB, then
each B-cell's development depends upon its initial c values.
Suppose instead that 1k1l and/or Ik21 >> 1/NB. We define k
--kl/k2. Then there are four parameter regimes yielding
different outcomes for layer-B maturation. The boundaries
between the regimes are independent of random initial
choices, except for small terms of order 1/NB.
The parameter regimes (presented below) can be derived

analytically by making use of three facts. First, Eq. 3 shows
that for ci to be positive for some i and negative for others,
(kl+ k2g) must be zero to within terms of order 1/NB, where
g (Icj)/NB. Second, g has to lie between the extremes
nEB - 1 and nEB. Finally, a mature cell having non-extreme
g value can be stable only if k2 < 0. Explicit simulation of
B-cell development confirms the existence offour regimes. (i)
k2 < 0 and k > nEB, or k2 > 0 and k < nEB - 1. All mature
B cells are "all-excitatory"-i.e., all c values reach their
excitatory limits. (As per the earlier discussion of c-"pin-
ning," "all c values" should be read as "all or all but one per
B cell.") (it) k2 < 0 and k < nEB - 1, or k2 > 0 and k>nEB-
All mature B cells are "all-inhibitory." (iii) k2 > 0 and nEB -

1 < k < nEB. If the initial value of g for a given B cell is less
than (or greater than) k, the cell will mature to become
all-inhibitory (resp., all-excitatory). Uniformity of layer-B
morphology in this regime is contingent upon substantially all
initial g values lying on one side or the other of k. (iv) k2 <
0 and nEB - 1 < k < nEB. The mature state will have g = k
regardless of initial c values. The random initial c values will
determine which subset of connections (for each B cell)
mature to their excitatory c limits and which to their inhib-
itory limits. The arrangement of mature c values for any B cell
is random; it exhibits no spatial structure (on a scale greater
than 8). We say that each B cell is of "mixed" excitatory/
inhibitory type.

To proceed further, we choose parameters in the regime
such that all B cells are all-excitatory. (The same analysis
applies to the case in which all B cells are all-inhibitory.)

In this system, all B cells have the same values of kj, k2,
nEB, and aB. A useful treatment of cell-to-cell parameter
fluctuations would involve specific assumptions about the
mechanisms that generate particular parameter values; this is
beyond the scope of the present discussion.

Activity Correlation in Mature Layer B. Consider two
all-excitatory B cells n and m, separated by a distance s. Each
cell has NEB excitatory synaptic inputs, each with c = 1.
Using Eq. 4 (with L = B) and Eq. 1, we find that Qnm is
proportional to the number of pairs of synapses ij for which
i and j share the same A box (where i is an input to n and j
is an input to m). This value is well described (for the regime
NEBl2/ B << 1) by Qnm = = (2ir/P2) x BINOM(NEB,
p). Here we define p NEB8/rB. BINOM is a random value
selected from the binomial distribution whose parameters are
NEB and p (P2/2'rNEB) X Q'B(s), where the mean value of
Qnm (for given s) is pB(s) = exp(-aBs2/2). [We choose the
normalization ??(0) = 1.] The random variation in QBm from
one B-cell pair n,m (n # m) to another at fixed s is of order
(2ir)1/2/p8 for s near zero. The value of QnB , for any n, is
approximately 2ITNEB/P2.
These results can be verified by explicitly generating an

ensemble of random synaptic placements for given s. To
see how the Gaussian form of QB(s) arises, note that in
the continuum limit the overlap between two B cells is x
I exp(-a BxI2) x exp(-aBIX - S12)d2x X exp(-aBIsl2/2).
As an example, two nearby cells having NEB = 1000, 8

4 ,um, and rB = 400 ,um (hence p = 10) will have an average
of I2/27r = 16 (+ 4) synaptic input locations (A boxes) in
common, out of a total of 2000 inputs. The number of such
common inputs (proportional to QB ) is the only spatial
information (concerning the distance between n and m)
available to the development Eq. 3.
How many presentations (in an ensemble) are needed to

ensure that two cells n and m with no common inputs do not
have-by chance-an ensemble-averaged activity correla-
tion (see right-hand side of Eq. 4) that is comparable to that
for nearby pairs of cells? (The strict rule that QU = 0 unless
i and j share an A box, which we use in our simulations, is
only true for a sufficiently large ensemble.) The order-of-
magnitude condition for the required ensemble size M is
NEB (2/M)1/2 << p2/2T orM >> 8000 for the numbers used
above. If, say, ten presentations are generated per second,
this means that the infinite-ensemble limit is a good approx-
imation provided that c values do not change much over a
15-min interval.
From Layer B to C: The Emergence of Spatial-Opponent

Cells. First we discuss a simulation with the random QBm
variations included and show that opponent cells, whose
morphology is insensitive to the random choices of initial c
values and synaptic positions, emerge in layer C. Then we
systematically study the parameter space for C-cell devel-
opment, focusing on the large-pB regime in which QBm can be
approximated by 7(s).
For QBm (n #im), choose values from the binomial

distribution appropriate to p = 10 (a large-variation case).
(This distribution is essentially independent of whether NEB
= 100, 600, or 6000, as long as p is fixed.) To fix a value for
nn - 2rNEB/, we choose NEB = 600 (so 5/rB = 1/60).
We simulate the development of C cells each having Nc =

600 synaptic inputs (a practical computational value), with
parameter values, k1 = 0.45, k2 = -3, aB/ac = 3 (i.e., rc/rB
= 31/2). Each c value is limited to the interval -0.5 to +0.5,
corresponding to nEC = 0.5. (Using c limits ofnEC -1 and nEC
for all synapses leads to the same cell morphology, apart from
random variations, as is obtained using a fraction nEC of
excitatory synapses and a fraction 1 - nEC of inhibitory
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synapses with c limits of 0,1 and -1,0, respectively. The
difference is a practical one: roughly half of the synapses
mature to c = 0 in the latter case and hence do not contribute
to the Q sum in Eq. 3. Hence the random variation in synaptic
density seen by the development equation is greater, for
given Nc, in the latter case than in the former. In the large-NC
limit, density fluctuations are small and this distinction
vanishes.) We start with c values drawn either from the
uniform distribution on the interval -0.5 to +0.5 (used for
Fig. 2), or (to study biased initial conditions) uniform on the
interval -0.5,+0.1 or -0.1,+0.5, or normal with mean =
-0.2, SD = 0.05.

Fig. 2 shows a resulting mature C cell: an "ON-center"
circularly symmetric opponent cell with a mature average c
value of g = 0.167. Repeated runs with different initial c
values, initial-c distributions, and synaptic positions give the
same mature cell type and g value with essentially the same
excitatory-core radius. The transition region (between core
and surround, within which excitatory and inhibitory c values
coexist) becomes sharp as the relative contribution of the
self-term QMn (compared with the overall Q sum in Eq. 3) is
reduced-for example, by increasing NC to dilute the con-
tribution of the self-term or by decreasing NEB at fixed (8.
The above simulations show that opponent cells form even

when there are large random variations in the Q"Bm values.
Now we consider the low-variation (large-fO) case.
We summarize our findings for a set ofabout 70 simulations

using &(s) in place of QBm. The use of &(s) is valid in the
limit where (8 is large [so that random variations in QBm (n #
m) are small] and where the contribution of the self-term QLBn
does not dominate the Q sum (forNC oforder NEB, this is also
assured when ,8 is large). In these runs, IklI and/or Ik2! > 0.04,
-kl/k2 ranges from < -0.5 to >0.5, and rc/rB ranges from
3-1/2 to 101/2. We use NC = 300 synapses for most of the runs
(NC = 600 for confirmatory runs) and set the limits for each
c at nEC - 1 and nEC, where nEC is typically 0.5 but ranges
from 0.35 to 0.65.
The all-excitatory and all-inhibitory cell types (correspond-

ing to g lying at its extreme values nEC and nEC - 1,

2

1

0

-1

-2

-2 -1 0 1 2

FIG. 2. Synaptic positions and mature connection strengths for a
single cell of layer C having 600 synapses. Parameter values are k,
= 0.45, k2 = -3, rc/rB = 31/2, and each c value is allowed to range
between -0.5 and +0.5. Random initial c values are chosen from
uniform distribution on the interval -0.5 to +0.5. Values of QB,, are
appropriate to random placement of A-to-B and B-to-C synapses;
layer uniformity is not assumed (see text). At maturity, every c

reaches an extreme value: 0.5 (indicated by an oval) or -0.5 (dot).
Axes are labeled by distance from cell center (in units of rc).

respectively) emerge as they did in the development of the
previous (B) layer. Now the Q term is no longer of order
1/NM, since for each synaptic input from a B cell n, many
other inputs to the same C cell from B cells m (not just one
or a few inputs, as in the A-to-B case) have Qnm 7 0
Therefore, the difference between g and -k1/k2 will not be as
small as of order 1/NM, as it was for B-cell development.
Nonetheless, when Ik1,21 exceed several tenths, -kl/k2 pre-
dicts the mature g value to a good approximation (cf. g =
0.167 for -kl/k2 = 0.15 in the example of Fig. 2).
For k2 < 0, we pass through a series of regimes as k, is

decreased. (i) Each cell all-excitatory. (ii) Each cell an
"ON-center" circularly symmetric opponent cell (for g
between approximately 0.15 and 0.5, when nEC = 0.5). The
transition between excitatory core and inhibitory surround is
sharp (no intermingling), since the QnBn self-term (which was
included in the simulation for Fig. 2 and was relatively large
there) is now replaced by QB(0). The excitatory-core radius
rcore for given g is given analytically (apart from random
variations) by exp(-aCr2ore) = nEC - g. For the case (Nc
300, nEC = 0.5, k, = 0.45, k2 = -3, aB/aC = 3), 10 out of 10
trials (with different random initial conditions) yield the
"ON-center" mature morphology with g ranging between
0.164 and 0.168. How regular is the morphology from cell to
cell? The core is centered to within a standard deviation of
0.04rc along each axis (this is the position of the cell's
centroid, calculated by weighting each synapse's position by
its mature c value). The core radius (defined here as the
radius of the cell-centered circle that encloses the maximum
value of Ic,) is rcorc/rc = 1.06 + 0.06, compared with the
value of 1.10 found analytically (see above) for a perfectly
symmetric cell of this g value.

(iii) As we continue to lower k, (so that g lies approximately
in the range -0.1 to +0.1, for nEC = 0.5), the mature core
becomes eccentric and then "breaks through" to the periph-
ery, so that the excitatory/inhibitory boundary is an arc or a
straight line passing through the cell's center (when g = 0).
For the case (Nc = 300, nEC = 0.5, k, = 0, k2 = -3, aB/aC
= 3), 10 runs yielded 3 cells with essentially straight bound-
aries (through the center), 6 with arced boundaries, and 1
with an eccentric enclosed excitatory region. The orientation
of these mature, rotationally asymmetric cells varies ran-
domly from cell to cell.
As k, is made more negative, we reach (iv) an "OFF-

center" (centrally inhibitory, peripherally excitatory) circu-
larly symmetric opponent-cell regime, and finally (v) an
all-inhibitory regime. Note that Eq. 3 is unchanged when the
sign of k, and the role of excitatory and inhibitory c values are
both reversed.

DISCUSSION
For a multilayer network with local feedforward connections
that develops, one layer at a time, under the influence of a
Hebb-type synaptic modification rule, I have found (0) that
the developmental options for each of the first two stages of
connections (A-to-B and B-to-C) are relatively constrained;
(it) that (over a wide range of parameter values) the mature
cell morphology depends only upon the values of a few
parameters that are specified for the entire layer, is indepen-
dent ofrandom cell-to-cell variations in synaptic position and
initial c values, and hence is uniform over the newly matured
layer; and (iii) that spatial opponency appears as a morpho-
logic option, for the first time, in the third layer C. Opponent
cells emerge in the absence of environmental input if spon-
taneous random electrical activity is assumed in the first
layer. None of these assumptions is specific to visual proc-
essing. Although a Hebb-type rule has been used here, I do
not suggest that a rule of this type is required for the
emergence of the demonstrated cell types.
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In this system, random input is progressively structured by
each layer of connections (as it matures in its turn). The
development of all-excitatory (or all-inhibitory) cells in layer
B induces spatial correlation of layer-B activity (on the scale
of the arborization breadth), which was not present in layer
A. This enables the center-surround opponent-cell morphol-
ogy to develop in layer C. In contrast, no segregation into
excitatory and inhibitory regions is possible during layer-B
maturation, even though the identical development rule
applies to both layers.
Depending upon the parameter regime, layer C can develop

as a uniform layer of circularly symmetric opponent cells or
of all-excitatory or all-inhibitory cells. There is an additional
regime in which the mature C cells are rotationally asym-
metric and hence display orientation selectivity. For cells
with 300-600 synapses, I have found the cell-to-cell variabil-
ity (of mature morphology) in this regime to be substantially
greater than in the circularly symmetric opponent-cell re-
gime. The detailed study of the variability of this orientation-
selective layer-C morphology as a function of synaptic
number (and other factors such as random Q1m variations) is
beyond the scope of this paper.
Some interesting, though very approximate, signal-to-

noise relationships between neuronal "device properties"
(NM and 8/rn), the size of the presentation ensemble, and
system development have arisen during this work. These
relationships appear well satisfied for biologically plausible
choices of these values.

Maturation Process for a Layer-C Opponent Cell. To
understand how an "ON-center" opponent cell forms, rather
than just studying the final state, let us consider the matu-
ration sequence for a cell in this regime, having positive k1,
negative k2, and initial average c near 0. (The cell of Fig. 2 is
representative). (i) The positive k, causes all c to increase,
making the locally averaged c values positive. (it) Now, since
synaptic density is greater centrally than peripherally, the
sum over synapses causes the contribution of the QB term in
Eq. 3 to be greater when the synapse being modified is central
than when it is peripheral. This causes the central region to
saturate first and become excitatory. (iii) The negative k2 then
causes the peripheral c values to decrease (since negative k2
favors Icj to be near zero) and eventually saturate at the
inhibitory limit. (If k2 were less negative, or were positive, the

periphery would become excitatory as well, leading to an
all-excitatory solution.)
For this and more general Hebb-type rules, the following

heuristic argument explains why the opponent-cell morphol-
ogy emerges. Let P0 be the likelihood that the input activity
Ii at the ith synapse of a given M cell is "high." Let PC,j be
the conditional likelihood that Ii is "high" given that the
postsynaptic output 0 is "high." Assume each input makes
only a small contribution to O. For a peripheral synapse, PCj
will be close to P0 in value-the output hardly "cares"
whether the ith input is low or high. But for a central synapse,
Ii is correlated with the input activities at many neighboring
synapses (because the synapses are centrally more dense.)
Therefore, central Pa,j will be significantly greater (or less)
than P0 if the locally-averaged c value is positive (resp.,
negative). A Hebb-type rule will therefore increase the
central more than the peripheral c values (if the locally
averaged c is positive), since there is a greater correlation
between synaptic input and postsynaptic cell response for the
central synapses. What is crucial here is the difference
between central and peripheral Pcj. The results are similar
whether this difference is caused by a synaptic density
gradient, as here, or by some other factor (e.g., dendritic
cable properties).

Context of This Work. The developmental stages described
in this paper do not represent an attempt to model the retina.
For example, horizontal and amacrine cells are not included,
and nonspiking retinal cells and spiking (action potential-
producing) cells are not treated differently. Rather, the
purpose of this paper and the two to appear later is to see
whether a simple modular self-adaptive network generates
structures that are found in real biological systems, as a guide
to exploring how ubiquitous these features of neural archi-
tecture may be, and how a few basic network-modification
rules can induce system-level structures and behaviors of
biological importance.

1. Hubel, D. H. & Wiesel, T. N. (1977) Proc. R. Soc. London Ser.
B 198, 1-59.

2. Fregnac, Y. & Imbert, M. (1984) Physiol. Rev. 64, 325-434.
3. Hebb, D. 0. (1949) The Organization ofBehavior (Wiley, New

York).
4. Wiesel, T. N. & Hubel, D. H. (1974) J. Comp. Neurol. 158,

307-318.

7512 Neurobiology: Linsker


