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Abstract: In this paper, we consider two ways in which traditional approaches to testing lay 
moral theories have oversimplified our picture of moral psychology.  Based on thought 
experiments (e.g., Foot 1967 and Thomson 1976) concerning the moral permissibility of 
certainly killing one to certainly saving five, psychological experiments (e.g., Cushman et al. 
2006) have been constructed that purport to sort instances of reasoning into an implicit 
consequentialist moral theory (according to which only consequences are morally relevant) or a 
non-consequentialist moral theory (according to which other considerations, such as rights, 
always override the maximization of good consequences).  In earlier work (Ryazanov et al. 
2020, unpublished manuscript, and in preparation), we have shown that asking participants 
questions in which we vary the ratio of lives saved to lives lost and probability of outcomes 
reveals that people may be appealing to a more subtle non-consequentialist theory known as 
threshold deontology.  According to that theory, rights matter and can override the 
maximization of consequences in moral decision-making, but they do not always do so.  Rights 
are not absolute in that if the cost to well-being becomes high enough, rights do not play an 
overriding role.  We explain why varying the questions in these ways leads to a more nuanced 
and truer picture, and we briefly explore the implications of these results here.  We then turn 
to a second way in which asking a different kind of question can bring out a fuller picture of 
implicit moral theorizing.  We discuss several studies that ask participants comparative 
questions that involve not just comparing acting in such a way that there is a risk of killing vs. 
allowing to die, but how the risk is distributed.  We find that asking the comparative question 
offers intriguing results that contrast with those that emerge from asking non-comparative 
questions.  We then consider the challenging methodological question of whether we should 
privilege results based on one way of asking the questions over the other.   
 

1. Introduction 
 

Consequentialism is an elegant moral theory.  Consequentialists claim, roughly, that an act 
or omission is permissible (or required) if and only if its performance would lead to optimal 
results, i.e., consequences that are, on balance, at least as good as the consequences of any 
available alternative course of conduct (e.g., Sinnott-Armstrong 2015).1 In deciding which 
action to adopt, the consequentialist looks to the total value of the outcome of each action, a 
result 

 
1 For simplicity of presentation, here and below, we use “permissible” and “required” to mean “morally permissible” 
and “morally required” respectively. 
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of weighing the harms and benefits. 
 
 Non-consequentialists deny that consequentialism is true.  This does not mean that they 
take consequences to be irrelevant to what we should and should not do; it simply means that 
they recognize other relevant considerations.  For example, many non-consequentialists take it 
that how consequences are brought about can matter to what people ought to do.  For 
example, some non-consequentialists appeal to principles such as the doctrine of doing and 
allowing (DDA: roughly, the view that it is more difficult to justify doing harm than it is to justify 
merely allowing harm).  And in turn, this is explained by the fact that we have rights against 
everyone that they not harm us in certain ways, but not rights against everyone that they assist 
us.  Or consider the doctrine of double effect (DDE: roughly, the view that it is more difficult to 
justify intending harm than it is to justify merely foreseeing harm) (e.g., Quinn 1989a; Quinn 
1989b; Rickless 1997; Nelkin & Rickless 2014).  In turn, this might be explained by the fact that 
we have special rights not to be used without our consent. 
 

The most influential way of trying to adjudicate between the consequentialist and non-
consequentialist views has been by appeal to thought experiments, assessed through the 
method of reflective equilibrium (Rawls 1970; Daniels 2016).  The method works by eliciting 
intuitions or responses to particular scenarios and then balancing these with general moral 
principles that can explain many of our intuitions to particular scenarios and that are 
themselves plausible.  We might not be able to preserve all of our initial intuitions to particular 
cases where they are not consistent with each other and the general plausible principles with 
most explanatory power.  So, intuitions about particular cases do not by themselves determine 
the correct moral theory.  But they are important input to the balancing that allows us to reach 
reflective equilibrium.     

 
Beginning with the groundbreaking work of Foot (1967) and Thomson (1976), the field 

has been dominated by a series of thought experiments in which we hold fixed a balance of 
harms and benefits and then vary considerations distinct from consequences.  Start with a 
rescue case in which one is forced to choose between rescuing one person and rescuing five 
(otherwise similar) people.  It is intuitive that it is at least permissible, and even required, to 
save the five rather than the one.  Such cases seem to support the idea that one ought to act in 
a way that produces the best outcome (Kagan 1989), thereby providing motivation for 
consequentialism. But non-consequentialists do not deny that consequences are morally 
relevant; they question whether they are the only morally relevant consideration.  So, 
nonconsequentialists have appealed to other cases with the same balance of gain (typically, five 
lives) and loss (typically one life), but which introduce additional factors.  Examples include 
driving over one person trapped on the road ahead in order to save five people who are 
drowning in a lake at the end of the road (Quinn 1989a), pushing a large man off a bridge above 
a train track in order to use his body to stop an oncoming train from crushing five people who 
are trapped on the track just beyond the bridge (Foot 1967; Thomson 1976, 2008; Fitzpatrick 
2009), and fatally harvesting all of the organs of a healthy patient in order to transplant them 
into five patients who will die without the appropriate organ transplant (Foot 1967; Thomson 
1976).  It has seemed to many that acting in a way that causes the one to die in these cases is 
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impermissible despite the consequence that five would be saved, and such cases have been 
thought to support non-consequentialism.   
 

But this has not ended the debate between consequentialists and non-
consequentialists.  One reason for this is that such intuitions can be tested systematically, and 
indeed psychologists and philosophers engaged in this project have produced a number of 
interesting findings (Cushman, Young, & Hauser, 2006; Hauser, Cushman, Young, Kang-Xing, & 
Mikhail, 2007; Schaich Borg, Hynes, Van Horn, Grafton, & Sinnott-Armstrong, 2006; Moore, 
Clark, & Kane, 2008; Arvan, 2013, De Freitas, DeScioli, Nemirow, Massenkoff, & Pinker, 2017).  
Our aim in this chapter (and in our experimental work, some of which we describe below) is to 
add to this rich body of work by showing how certain methodological assumptions and choices 
have constrained the scope of insights we might gain in engaging in this project.  

 
In surveying the relevant philosophical and psychological literature we noted that much 

of the work presupposes a dichotomy between consequentialist reasoning on the one hand and 
a particular version of non-consequentialism, which we call “absolute deontology,” on the 
other hand.  According to absolute deontology, no amount of expected value could override 
moral principles that appeal to other considerations such as a prohibition on intending or doing 
harm, or violating others’ rights.  

 
However, under pressure to accommodate cases in which the alternative to doing or 

intending harm to a small number of people would be catastrophic, many nonconsequentialists 
have suggested that it is permissible to do or intend harm, or infringe others’ rights, if one’s 
conduct leads to an amount of good beyond a specified threshold. This alternative has come to 
be known as “threshold deontology” (Moore 1997). Thus, whereas an absolute deontologist 
would say that it is impermissible to kill one person even if that is required to save the people 
of a large metropolis, a threshold deontologist would say that killing the one is permissible if 
the amount of good that would result from the killing lies above a particular threshold 
(Alexander & Moore 2016). 
 

In this chapter, we show how varying some common aspects of questions that 
participants are often asked to elicit evidence for their implicit moral theories produces 
responses that are consistent with a principled implicit threshold deontology.  In doing so, we 
explain how some of our recent experimental findings undermine some common 
methodological assumptions, while at the same time they raise new questions for moral 
theorists.  In section 2, we explain how the original and oft-repeated choice of scenarios that 
include a 5:1 ratio of those saved to those killed has prevented us from seeing certain patterns 
of responses that are consistent with a principled threshold deontological theory.  In section 3, 
we show how changing the probabilities of both killing and saving in moral dilemmas elicits 
patterns of responses that are not consistent with the exclusive appeal to expected value 
predicted by a consequentialist theory.  These results, too, as we will show, are consistent with 
a threshold deontological theory, although they expose gaps in the most well-developed 
current versions of such a theory.  In section 4, we show how surprising differences emerge 
between separate and simultaneous evaluations of scenarios and explore some explanations 
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for this result.  In section 5, we bring together a set of insights that emerge from this work and 
that underscore the valuable synergy between experimental and moral theoretical work.   
 

2. Ratio, Difference, and Threshold Deontology 
 

Asking participants the single question of whether it is permissible to kill one to save five 
allows for answers to one specific ratio of lives taken and saved.  The resulting yes or no 
answers have been taken to map on to consequentialism and non-consequentialism 
respectively.  But when we ask a variety of questions, the mapping onto moral theories can 
become more complicated.  In particular, by varying the numbers of people saved, we leave 
open the possibility that people do not answer the questions in the same way.  Suppose, for 
example, that participants were to agree that killing one to save five is permissible, but also 
believe that killing one to save two is impermissible?  This pair of commitments would not be 
consistent with consequentialism, nor would it be consistent with absolute deontology.  For on 
the one hand, the denial that it is permissible to kill one to save two departs from the 
consequentialist account that takes the overall value of consequences to be determinative in 
such moral matters, while the acceptance that it is permissible to kill one to save five departs 
from the absolute deontological account that prohibits any violation of rights no matter how 
valuable the consequences.  Nevertheless, the pair of commitments is consistent with threshold 
deontology, as long as the relevant threshold is set somewhere between the 1:2 tradeoff and 
the 1:5 tradeoff.  Now, very often threshold deontologists assume that the threshold is so high 
that only catastrophic losses can override the presumption that rights are to be respected (see, 
e.g., Nozick 1974 on “catastrophic moral horror,” Walzer 1977 on “supreme emergency,” and 
Moore 1997 on “extraordinary harms”—see also Nagel 1979 on “very large evils”).  But the 
framework of threshold deontology does not by itself entail any particular threshold, and it is 
possible that people actually set a threshold at a much lower point.  In fact, we believe that this 
is precisely what explains otherwise puzzling results.   

 
In a series of experiments, we sought to examine just where participants might be setting 

thresholds, if indeed that is what they are doing.  In fact, participants were very sensitive to the 
ratio of those killed to those saved.   

 
In one experiment (Ryazanov et al., 2021),we presented participants with variations of the 

following scenario:  
 
Harry has a plan to save two people from a terrorist attack.  For Harry’s plan to work it is 
necessary that Robert, a bystander, is killed.  If Harry carries out this plan, he will certainly 
save the two people, but in doing so will certainly kill the bystander.   
 

Participants saw a version of the scenario where one would be killed to save two, one would be 
killed to save one hundred, or 99 would be killed to save 100. Participants responded to a single 
question regarding their confidence that the action should be carried out, adapted to each 
scenario, along an eleven-point scale. For example, participants were asked,  
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Should Harry carry out a plan that he knows will certainly save two people, but will 
certainly kill a bystander? (-5: very confident he should not carry out the plan, to 5: very 
confident he should carry out the plan).2   

 
The results are striking: for a case in which 99 could be killed to save 100, most participants 
were confident that the action should not be carried out; for a case in which one person could 
be killed to save two, participants were about evenly split; and for a case in which one could be 
killed to save 100, most participants were confident that the action should be carried out.  (See 
figure 1.)  
 

 
 
 
Figure 1. Sensitivity to ratio of lives saved to lives lost in ratings of confidence in action. Error 
bars represent one standard error. 
 
 

Not only is there an increase in confidence as the ratio increases, but there is a change in 
average valence from negative to neutral to positive.  This provides support for the idea that 

 
2 We chose this dependent variable, rather than a continuous forbidden-obligatory measure, because, according 
to many consequentialists and nonconsequentialists alike, actions cannot be more or less morally right or wrong 
(see Ryazanov et al. 2018), and questions that don’t explicitly ask about confidence (e.g., agree-disagree) implicitly 
do by asking for degree of agreement/disagreement. 
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people are neither consequentialists nor absolute deontologists, but might instead reason 
consistently with threshold deontology.3   
 
 In theory, there are two ways that people might set the threshold for when positive 
consequences override respecting rights: by appeal to the ratio between number of people 
killed and those saved, as we have so far assumed, or by appeal to the difference between 
those two numbers.  In fact, Figure 1 is not only consistent with people being sensitive to the 
ratio, it also shows that people are sensitive to it even when the difference remains the same.  
The first two conditions in Figure 1 hold the difference constant (99-100 vs. 1-2), but people are 
much less confident in carrying out the action in the first case where the ratio is lower.  In a 
second study, we asked participants to respond to similar scenarios which kept ratio fixed and 
varied the difference: 1:2, 10:20, and 100:200.  If the difference between the number of people 
killed and the number of people saved were operative, then we should expect significant 
variation in participant responses as the difference rises from 1 to 10 to 100.  In fact, the mean 
answer for each was nearly identical (Ryazanov et al., unpublished manuscript).4   While we do 
not know of extant threshold deontological theories that explicitly address whether the 
threshold should be set by ratio or difference, it is an interesting question whether such 
theories should incorporate a threshold-setting formula that appeals to ratio or one that 
appeals to difference or one that appeals to both.   
 

In fact, there is reason to think participants are tracking the rational option here in 
privileging ratio over difference.  The reason is that the trade-off between 100 lives ended and 
200 lives saved seems to be equivalent to a series of pairwise trade-offs between one and two.  
While this suggestion clearly merits further exploration and the way people actually reason 
does not by itself entail a correct moral theory, we believe it is a good starting point for 
theorists to consider in filling a gap in their normative account.   

 

 
3 It is also worth considering subtle versions of consequentialism that purport to accommodate apparently 
deontological intuitions, such as a theory known as “rights consequentialism” (see Sinnott-Armstrong, 2019, 
section 5, for discussion).  According to this theory, a death by killing (or by violating “rights”) has more disvalue 
than a death by natural causes, other things equal, just as a bone fracture typically has more disvalue than a paper 
cut for purposes of a consequentialist cost-benefit calculation.  While it might initially seem that such a 
consequentialist theory can also accommodate apparently “mixed” results for moral dilemma tasks as well as a 
threshold deontological theory, we believe that our particular studies are not in fact consistent with it.  The reason 
is that in the cases we present, participants are asked to weigh the permissibility of killing one against the 
permissibility of allowing killings of two or five and more.  This means that even according to the sophisticated 
consequentialist who recognizes great disvalue in death by killing, killing one will always have less disvalue relative 
to killing any number higher than one.  Thus, rights consequentialism should treat killing one to save two from 
being killed and killing one to save five from being killed in the same way.  Our findings are not consistent with the 
implicit operation of such a theory.  We thank a reviewer for urging us to consider this kind of version of 
consequentialism.   
4 We also performed a similar study but instead of using an abstract scenario, we used a concrete one concerning 
the possible shooting down of a missile fired toward an inhabited house that would cause a smaller number to be 
killed.  Consistent with other studies that show greater willingness to act when faced with concrete scenarios, the 
mean in response to all three scenarios (1:2, 10:20, 100:200) was higher than in the abstract versions, but what is 
most important here is that the mean response to each of the three concrete scenarios was again nearly identical.   
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By asking questions about moral permissibility that concern different ratios, we gain 
evidence that people are indeed operating with a threshold deontological picture.  And by 
bringing this nuanced moral theory to bear on experimental design, we are able to construct 
opportunities to elicit just such evidence.    
 

3. Ratio and Risk 
 
Adding Probability to the Picture 

 
So far, we have discussed scenarios in which it has been stipulated that harm is certain to 

come to some while others are certain to be saved.  But in real life, we are rarely certain of 
anything.5  How do people reason in these kinds of cases?  Would participants be more 
confident in carrying out an action that risks a 1% chance of killing 100 people, than an action 
that certainly kills one, to benefit others?   

 
Consequentialists have a simple answer to how we should act when we confront 

uncertain outcomes, since decisions should depend entirely on a weighing of harms and 
benefits.  Such a weighing can be easily understood in terms of a calculation of expected value 
(or, in other words, the result of multiplying probability and value of each possible outcome).  
In fact, the most influential forms of consequentialism are often presented as the view that one 
should perform the action with the highest expected value.   

 
The situation is not nearly as clear for non-consequentialism in the form of either 

absolute or threshold deontology, where the value of outcomes does not entirely determine 
what one ought to do.  For example, it is not obvious from the perspective of threshold 
deontology what are the contours of permissibility when the probability of harm (or benefit) is 
low but the harm (or benefit) is very significant, or when the probability of harm (or benefit) is 
high but the harm (or benefit) is much less significant.  Some non-consequentialists have 
attempted to address the issue of risk and uncertainty (see Hansson 2003; Oberdiek 2017), but 
the issue remains a live one.  What is clear, however, is that for both the consequentialist and 
the threshold deontologist outcomes play some role in our moral decision-making.   

Our interest in examining ratio in the context of uncertainty of outcomes leads us to 
define expected ratio.  We define expected ratio (ER) here in a way that incorporates the 
number of people who might be saved and the probability (P) that they will be saved, as well as 
the number of people at risk of being killed and the probability that they will be killed.  We thus 
first need to define the expected value of lives saved (EVlives saved), which is a product of the lives 
that might be saved and the probability that they are, and the expected value of lives ended 
(EVlives ended), which is a product of the lives that might be ended and the probability that they 
are:  

 
5 Moreover, in psychological research, even when participants are told that outcomes are certain, there is 
evidence that they often substitute their own probability estimates of less than 100% for outcomes that are 
described as certain (Ryazanov, Knutzen, Rickless, Christenfeld, & Nelkin, 2018; Shou & Song, 2017).  
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EVlives saved = Nlives saved x Plives saved 
EVlives ended = Nlives ended x Plives ended 

 

With these variables defined, we can define expected ratio: 
 
ER = EVlives saved / EVlives ended = Nlives saved × Plives saved / Nlives ended × Plives ended 

 

With this in mind, we can more precisely formulate our question: is expected ratio the 
only factor that affects whether respect for rights should be overridden, or does probability 
play an independent role?  To test this, we conducted a study in which we presented each 
participant with one of three scenarios, otherwise alike, but in which the expected ratios varied 
(ER=5, ER=2, and ER=1.25), and then varied each of these by changing the numbers and 
probabilities in each outcome while keeping the expected value fixed.   For example, in the ER = 
5 cases, participants were asked:  
 
Should Bob set off a rocket that he knows will have a [X]% chance of killing [Y] persons [where 
XY=1], but that he also knows will destroy a missile that will otherwise kill 5 people? (-5: very 
confident he should not set off the explosion, to 5: very confident he should set off the 
explosion).   
 
The findings were once again clear, with expected ratio alone accounting for the patterns of 
response: regardless of how the expected value of harm was presented to participants (e.g., 1% 
chance of killing 100 to save 5, or 1 certainly being killed to save 5), participants remained 
sensitive to the expected ratio.  (See figure 2.) 
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Figure 2. Sensitivity to expected ratio in ratings of confidence in action, but insensitivity (within 
each expected ratio) to the probability of harm, holding the expected value of harm fixed.  Error 
bars represent one standard error. 80% harm tested only for 4v5 because other ratios cannot 
achieve it with whole numbers. 

 
 

But this is not the end of the story. For when we instead kept fixed the certainty of harm 
along with expected ratio, and instead varied the probabilities of saving, we found very 
different responses.  The question here is this: would an action that kills one to certainly save 
two be judged differently from an action that kills one to save four who have a 50% chance of 
dying without the intervention?  In each case, the expected ratio is the same, but the 
probabilities of achieving the end of saving varies.  In contrast to the earlier results, we found 
that participants were averse to versions of plans that, though holding expected value fixed, 
probabilistically save lives (Ryazanov et al unpublished manuscript).  For example, when it came 
to sacrificing four to save an expected value of five, people were generally favorable when the 
saving of five was certain, and unfavorable when it was presented as a 1% chance of saving 
500.6 (See figure 3.) 

 
6 It is important to note that the confidence that one should act when sacrificing four to save five here is in some 
tension with the earlier result that showed only a neutral response to the question of whether one should act 
when sacrificing one to save two.  At first glance, these seem inconsistent: the expected value in the first case is 
lower than that in the second, so it seems that, if anything, one should favor acting in the case where expected 
value is higher, not lower.  We believe that this tension is due to the fact that there are systematically different 
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Figure 3. Sensitivity to probability but not expected ratio in ratings of confidence in action when 
probability of saving is varied. Error bars represent one standard error. 

 
 
Is there a principled way to account for this asymmetry between the effects of 

probability on harming versus saving?  Prospect theory, a theory of decision making under risk, 
posits that people are risk averse for gains (preferring sure gains to risky gains with the same 
expected value) and are risk seeking for losses (preferring risky losses to sure losses with the 
same expected value; Kahneman & Tversky, 1979).  This is due to diminishing sensitivity to both 
increasing gains and increasing losses: Gaining twice as much money does not have twice the 
utility, and losing twice as much money does not have twice the disutility.  Assuming that saving 
people is a gain and harming people is a loss, prospect theory can potentially explain the above 
results in that we find risk aversion for saving but not for harming; in the latter case, 
participants are risk neutral (neither risk averse nor risk seeking).  Our finding of risk neutrality 
for harm is a bit puzzling from the perspective of prospect theory, given that risk seeking 
behavior for losses is usually robust, but nonetheless the decreased risk aversion for losses 
relative to gains is consistent with the theory.  Interestingly, though, we note again that a 
deontological theory is consistent with the asymmetry.  Indeed, it can potentially explain the 

 
responses to abstract and concrete scenarios, a pattern that has been well-documented.  (People are more 
inclined to favor acting when presented with concrete scenarios.)  This does not remove the tension, of course, 
and it is something we hope to explore in more detail in the future.  For now, it is worth noting that when we 
compare apples to apples (concrete to concrete and abstract to abstract) we are seeing clear patterns of response.   
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nature of the asymmetry for risky saving and risky harming, and do so in terms that are more 
natural and explanatory for moral reasoning.  In particular, according to the Doctrine of Doing 
and Allowing, one’s duty not to kill is stronger than one’s duty to save or otherwise benefit 
others, and on some theories one has a variety of options as to how to fulfil one’s duty to 
benefit others.  Given that people place a high value on certain saving and that there is no 
particular duty to distribute chances of being saved across a larger number of people, it makes 
sense that some will take it that one ought to save a smaller number with certainty when 
another life will be ended in order to achieve the result.  This hypothesis, of course, calls for 
more exploration by moral theorists and psychologists alike.7 
 
Location of Shifts in Probabilities 
 
 In seeking a comprehensive account of how probability affects moral reasoning, it is also 
crucial to note that it is often simply assumed that the baseline probability of someone being 
killed or being saved is either 0 or 1, and that one’s action can alter that starting point by raising 
it from 0 or lowering it from 1.  But in real life things are once again not so simple.  The starting 
probability of a person’s being killed might be .5 and, by acting, one can expect to change that 
to any value between 0 or 1, such as .25 or .75 or .38.  In Ryazanov et al. (2021), we set out to 
test whether the location on the scale between 0 and 1 of a shift in probability is a factor in 
moral reasoning.   
 
 If people are implicitly appealing to consequentialist principles, then they should be 
indifferent to fixed changes in the probability that they would cause death at different locations 
on the probability scale, since the expected value difference between acting and not acting will 
be identical.  For example, there should be no difference in reaction to whether a person 
should increase someone else’s risk of death from 0-25% or from 75-100%.  Similarly, they 
should prefer smaller increasing shifts in probability of causing harm to larger ones in 
probability of causing harm.  But in a series of experiments we found that participants did not 
respond in these ways.  To the contrary, we found that participants are confident that, in order 
to save a group of 2 people, Harry should raise the probability of death for 4 bystanders from 
0% to 25%, but that Harry should not raise the probability of death for a different 4 bystanders 
from 75% to 100%.  See figure 4.   
 
 
 

 
7 The picture is also incomplete as it stands, in a way we bring out in section 4.   
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Figure 4. Sensitivity to probability shift location for an action that increases the probability of 
four bystanders dying by 25% in order to save two people.  Error bars represent one standard 
error. 
 

It seems to matter very much to participants what the end point is.  This conclusion was 
underscored by the results of a further study in which we tested whether people would rather 
raise the probability of death to bystanders from 0 to x or from x to 100 for a number of values 
of x.  The aim was to try to see more precisely how much of an expected value premium people 
think we should pay to avoid raising the end-point to 100%.  When presented with the two 
options together of raising the probability of death for four bystanders from 0 to 95% or raising 
the probability of death for four bystanders from 95% to 100% in order to save two people, 
participants did not exhibit any significant preference for one option over the other.  
Participants were thus willing to pay a tremendous expected value premium to avoid raising the 
probability of death to 100%.8   
 
 What all this suggests is that people are not driven only by expected value, and that 
implicit consequentialist reasoning cannot account for these patterns of responses.  At the 
same time, while the responses are consistent with implicit deontological reasoning, 
deontologists do not currently have any particular resources in their theories to explain them.  
Threshold deontologists would need to find more fine-grained moral principles than have been 
identified thus far.  For example, it may be that the right against raising a person’s risk of death 

 
8 A further study suggests that it is not only the endpoint of 100% that people wish to avoid.  They also favor a shift 
from 5% to 50% over a shift from 50% to 95%, for example (Ryazanov et al., 2021).     
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to 100% is simply more stringent than the right against raising a person’s risk of death to 50% 
even when the probability shift in the latter case is greater.  But to our knowledge, these 
comparisons of stringency have not been investigated in any detail, and a theoretical rationale 
would need to be offered.9   
 

4. Risk Considered Separately and Simultaneously 
 

In a previous section, we noted that participants responded very similarly to each member 
of a pair of scenarios that kept expected value of harm fixed but varied the probability and 
numbers of those to whom harm was risked.  Their mean rating of confidence in acting was 
nearly identical whether they were asked how confident they were that a person should 
impose a 1% risk of death on 100 to save five or how confident they were that a person should 
impose a 100% risk of death on one to save five.  But, as has been shown in previous research, 
how people respond to the presentation of a single scenario in a between-subjects study 
(separate evaluation) does not perfectly predict how they will respond to the presentation of a 
choice between scenarios (simultaneous evaluation) (e.g., Hsee et al. 1996 and Hsee et al. 
1999; see also Sher & McKenzie, 2014).  When we sought to examine participants’ responses to 
risk when choosing between the actions presented in two different scenarios, we also found 
that participants had a preference that was not captured by their responses to single scenarios.  
In particular, we found a significant preference for the idea that people should spread risk of 
harm across more individuals rather than concentrate a greater risk across fewer.   

 
In Ryazanov et al. (in preparation), we asked participants to evaluate one of three scenarios, 

two of which were single scenarios of the sort described earlier, while a third asked participants 
to choose between the two plans presented in those scenarios.  One plan was certain to kill one 
bystander, but would save two people from a missile that had accidentally been fired at them 
(e.g., Should Bob set off a rocket that he knows will kill 1 person, but that he also knows will 
destroy a missile that will otherwise kill 2 people?; -5: very confident he should not set off the 
explosion, to 5: very confident he should set off the explosion).  A second plan involved a 25% 
chance of killing four bystanders to save the two from the missile.  The third scenario asked 
participants to choose between the two plans: Assuming that Bob must fire one of the two 
rockets, which should he do: fire Rocket X, which he knows with certainty will both save the 
group of two people and at the same time kill one bystander; or fire Rocket Y, which he knows 
with certainty will both save the group of two people and has a 25% chance of killing 4 
bystanders?  (Participants responded on a scale ranging from -5 = “Very confident he should fire 
Rocket X”  to 5 = “Very confident he should fire Rocket Y”).  

 
 When participants were presented with a single plan and asked to express confidence in 
whether it should be carried out, their responses were again nearly identical.  But when 

 
9 One starting point might be provided by a related study (Ryazanov et al., unpublished manuscript).  There is some 
evidence that people perceive the shift with the higher endpoint as more harmful, and this perception partially 
mediates the bottom-line judgments of confidence in what agents should do.  But whether this is a rational 
assessment, and, if so, why, is a further question.   
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presented with a choice between the two plans, there was a significant overall preference for 
the plan that spread the risk among four bystanders (imposing a chance of 25% that they would 
all die) to save two rather than certainly killing one to save two.10  Thus, asking the comparative 
question brings out an aspect of implicit moral reasoning that is not captured by presenting 
only one scenario to each subject.   
 
 Interestingly, however, a similar experiment that varied the probabilities of saving 
rather than the probabilities of harming again exposed an asymmetry.  As before, participants 
were more confident that one should harm one for certainly saving two than they were that 
one should harm one for a 25% chance of saving four.  But, in contrast to the case in which the 
chance of harm varied, this preference for certain saving did not change when presented with 
the simultaneous evaluation and being asked to choose which of the two plans should be 
implemented.   

 
Thus, two aspects of the results initially seem to call out for explanation: (i) the fact that 

a preference emerges only under simultaneous evaluation in the cases that vary according to 
the spread of risk of harm; (ii) the asymmetry between the patterns in the risk of harm cases 
and the risk of saving cases.   Let us start with (i).  It is notable that much past research on 
comparisons between separate evaluation and simultaneous evaluation concerns evaluative 
questions about either how good something is or how much one would pay for it.  [Footnote 
with example?]  In that case, there is a genuine puzzle when two options are evaluated as on a 
par separately but one is clearly preferred in simultaneous evaluation, because these 
evaluations appear inconsistent.11  And there is an important question whether we should 
privilege the responses given separately or the ones given simultaneously as the participants’ 
true or rational judgment.   

 
But we believe that, in the case at hand, we need not choose one over the other.  The 

reason is that the dimension of evaluation in this case is confidence in whether a plan should be 
carried out.  And there is no contradiction or even tension between being very confident that 
Plan A should be carried out when the choice is between Plan A and not acting at all and being 
very confident that Plan B should be carried out instead of Plan A when that is the available 
alternative.  At the same time, it is important to note that the simultaneous question that asks 
for a comparison of plans gives us new information that is simply not available when we ask the 
separate ones.  The reverse is also true: we get information about what people think they 

 
10 The idea that spreading risk was preferred was further supported by experiments with the same general 
structure but which compared a greater total expected value of harm spread over more people to a lesser total 
expected value of harm spread over fewer.  In these cases, participants became indifferent to which plan should be 
selected, which suggests that they are willing to pay a premium in expected value in order to spread risk across a 
larger number of people, thereby lowering each individual’s risk of harm even though the total expected value of 
harm is higher (see Ryazanov et al. in preparation for details). 
11 There are also cases of complete “reversal” in which separately one object, A, receives a higher valuation than 
another object B, but when presented together there is a preference for B.  There have been a number of 
interesting explanations of this phenomenon (see, for example, Hsee, 1996, Hsee et al., 1999, and Sher & 
McKenzie, 2014).   
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should do when the alternative is inaction.  Thus, asking both kinds of questions gives us a more 
complete picture of people’s implicit moral commitments.   

 
The second aspect of the results poses a substantial challenge.  Why should there be an 

asymmetry between the way people treat comparisons between plans that spread risk of harm 
differently and the way people treat comparisons between plans that spread the chance of 
saving differently?   

 
While prospect theory predicts more risk seeking behavior for harm (losses) than for 

saving (gains), it is not clear why the risk seeking behavior only emerges when the harm 
scenarios are compared, and not when the scenarios are evaluated separately.  It may again be 
that invoking deontological principles is better suited to explaining our pattern of results.  
According to this account, the asymmetry between responses on the saving side and responses 
on the harm side might be that participants are bringing consistent deontological principles to 
bear.  On some deontological theories, such as ones that adopt the Doctrine of Doing and 
Allowing, one’s duty not to kill is stronger than one’s duty to save or otherwise benefit others.  
Further, on such theories, one’s duty to save or benefit others might be such that one can 
choose among a wide range of ways to fulfill the duty, and, in some situations, there may be no 
duty to save or benefit others at all (see the distinction between perfect and imperfect duties in 
Kant 1785/2002).  The scenarios are complicated in that they involve both imposing and 
reducing risk, but it is possible that in the case of benefiting others, given that there is no duty 
to benefit (or to benefit in any particular way) in the first place, one has no duty to distribute 
increased chances of living to more people as opposed to increasing even more the chances of 
living for a smaller group.  Thus, with no such duty involved, but with a high value on certain 
saving, it makes sense in this case to prefer to save a smaller number with certainty than to 
perform an act that at best will decrease others’ chances of dying when they might not have 
died in any case.  And this is what we find in participants’ responses to separate evaluations.  In 
contrast, when we vary whether the agent would cause certain death or merely risk death in 
separate evaluations, we do not find a difference in participants’ responses. In that case, it is 
only in the simultaneous evaluation that we find differential responses.  One reason for this 
might be that it is pro tanto wrong to impose significant risk, just as it is pro tanto wrong to kill, 
and so the salience of the comparison does not arise until one sees the two options in a 
simultaneous evaluation.  Thus, while there may be no duty to save (or to save in a particular 
way or on particular occasions), and so it is permissible to take into account factors such as 
probability of having an effect, there is a duty at all times not to kill or impose significant risk. 
And this could go some way toward explaining why it is only once participants see a direct 
comparison of certain harming and spreading the risk of harm to a larger group that this 
difference becomes especially salient.    

 
5. Putting It All Together And Looking Forward 

 
We believe that the series of experiments we have described has positive implications for 

both future philosophical work and for future psychological investigation.  First, considering 
threshold deontology as a serious contender in moral theory opens up the possibility of both 
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new experiments and new interpretations of data.  We can see at least some sets of participant 
responses that might seem inconsistent against the backdrop of only the options of 
consequentialism and absolute deontology as perfectly rational on an implicit threshold 
deontological theory, for example.  Importantly, this possibility only emerges fully when we 
reject the common assumption that the threshold is always to be set very high (e.g., when the 
fate of a city or the world is at stake), an assumption that the results of the experiments we 
describe give us some reason to question.   

 
Further, considering the hypothesis that threshold deontology is implicit in our moral 

reasoning might have implications for some of the deeper explanations of our moral judgments 
in terms of particular psychological mechanisms.  For example, and oversimplifying slightly, 
some have appealed to a dual systems account to explain seemingly inconsistent responses: we 
are using our fast, non-conscious system when we appeal to deontological principles, and we 
are using our slower, deliberative, conscious system when we calculate according to 
consequentialist principles (e.g., Greene, Sommerville, Nystrom, Darley, & Cohen, 2001; Greene 
& Haidt, 2002; Greene, Nystrom, Engell, Darley, & Cohen, 2004; Greene, Morelli, Lowenberg, 
Nystrom, & Cohen, 2008; Greene et al., 2009; Haidt, 2001; Cushman, et al., 2006; Cushman, 
Young, & Greene, 2010; Cushman & Greene, 2011; Paxton, Ungar, & Greene, 2012; Cushman, 
2013; Crockett, 2013).  If threshold deontology is operating as an implicit moral theory, then we 
have at least one reason to think that this division between systems is not playing a 
fundamental explanatory role.  For it would be odd if we were to switch systems when faced 
with scenarios in which one must be killed to save two and in which one must be killed to save 
five.  Rather, it seems that we are making nuanced assessments that take into account at the 
same time and in a single calculation both defeasible deontological principles and the 
consequences that can override them.  We put this hypothesis forward tentatively, and at the 
same time offer it as an illustration of one general way in which philosophical theorizing can 
help generate questions for psychological research.12   

 
12 Others have provided different reasons for rejecting the dual process model as the best fit for explaining 
reactions to moral dilemmas.  For example, Rosas et al. (2019) argue that the dual process model is committed to 
utilitarian reactions being associated with longer reaction times (since it is associated with the slower System 2), 
but that its predictions contradict the patterned reactions times when faced with cases on what they call a 
“utilitarian gradient”.  They construct a series of cases intending to increase the amount of utility gained by acting 
in each case while keeping fixed the violation of a deontological principle.  For example, at one end, the benefits of 
acting are extremely high relative to the costs, and in the middle, the costs and benefits are relatively closer.  Rosas 
et al find that at the extremes reaction times are faster than in the middle, and they posit that it is conflict of 
considerations in the middle of the gradient that causes the slowness in reaction times.  We find these results 
intriguing and the conclusion congenial to our own.  At the same time, we believe that their gradient of cases is 
constructed partly on the basis of considerations that are not in fact related to utility (e.g., whether the participant 
answering the question is described as one of the people to be saved) and partly on the basis of considerations 
that are deontological (e.g., whether the one to be killed is guilty of having threatened the five).  One of their cases 
that clearly succeeds in isolating increased utility is a case in which one can save 100,000 instead of five by killing 
one.  Their results with respect to this case are consistent with our own, while it is important to note that it is a 
“catastrophic” case to which we hope to have added by presenting cases in which much smaller numbers of lives 
are at stake (ee also Rosas et al.,(2021).  Trémolière and Bonnefon (2014) also explore modifications to the dual 
process hypothesis to account for faster response times as cases include higher numbers of lives saved in moral 
dilemmas, even when the responses are “utilitarian”.  Their findings of increasing numbers of “utilitarian” 
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Moving in the other direction, the results of these experiments, like many others, promise 

to help fine-tune the intuitions in response to particular scenarios that provide input to 
reflective equilibrium.  Equally importantly, they bring new questions to our attention.  For 
example, how is the threshold in threshold deontology to be set?  People seem to privilege 
ratio over difference in numbers of people harmed and saved.  Is that as it should be?  Given 
that intuitions are input to reflective equilibrium and not the final word on the normative 
questions of what is good or right or permissible, there remains work to do.  But we have tried 
here to sketch a reason why our intuitions are tracking the normative truth.  Similarly, we can 
ask whether probability provides an independent input to setting the threshold, and we have 
found different answers depending on whether the harm or the saving is probabilistic in 
comparison to certain.  Moral principles, such as the Doctrine of Doing and Allowing and the 
Doctrine of Double Effect, are typically presented in non-probabilistic terms, but these results 
raise questions about whether we should recognize probabilistic versions of them and precisely 
what their content should be.  For example, it seems plausible that the right against having the 
probability of one’s death increased by another from 0% to 100% is more stringent than the 
right against having the probability of one’s death increased by another from 0% to 5%.  But 
participant responses do not suggest that they are operating with a linear function along the 
spectrum from 0% to 100% that corresponds to degrees of stringency.  Are the responses 
tracking a normative truth in their patterns of response?  These are deep and difficult 
questions, but given that in real life we are rarely certain of the outcomes of possible actions 
they are ones that call out for answers.  We hope that the results and interpretations sketched 
here contribute to this project.13   
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