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Summary: Phillips uses an acceptability judgment experiment to confirm the high level of acceptability of parasitic gaps in non-finite subject islands. He then uses data from a self-paced reading experiment to argue that the parser posits a gap inside an island. This, he claims is evidence against a processing account of island phenomena.

Parasitic gaps:


A parasitic gap is a gap that is acceptable inside a syntactic island just in case 

(i) the sentence contains another gap that is not inside an island and 

(ii) (ii) both gaps are linked to the same WH-phrase
(pg 802)
(3) 
a. *What did [ the attempt to repair __ ] ultimately damage the car?

b. What did [ the attempt to repair the car ] ultimately damage __?

c. What did [ the attempt to repair __pg ] ultimately damage __?

“It is important to note that the distribution of parasitic gaps is restricted, and that there are many island-violating WH-dependencies that cannot be rescued by the presence of an additional licensing gap.” 

         (pg 803)
(4) 
a. *What did [ the reporter that criticized __ ] eventually praise the war?

b. What did [ the reporter that criticized the war ] eventually praise __?

c. *What did [ the reporter that criticized __ ] eventually praise __?

Dan’s aside: The claim is that both gaps must reference the same filler i.e., the answer to (3c) can be: the car (to both) but cannot be: The attempt to repair the garage damaged the car. To me, the former answer need only to be in reference to the second gap, and the later answer is perfectly felicitous. In short, it doesn’t feel like there is the same kind of gap in the non-finite island as there is in either the matrix clause or finite island (4). However…

“The syntactic literature on parasitic gaps contains … questions of whether the parasitic gap is the same as other gaps created by extraction in English ... However, since the focus of this article is on the basic question of whether any kind of dependency is formed between a WH-phrase and a verb inside a syntactic island, and all theoretical analyses assume that the parasitic gap is in some way dependent on the presence of the licensing gap, the current study has similar relevance across all of the different theoretical approaches.” (emph. added)
         (pg 804)

Processing islands:

· Predictive processing is a cornerstone of on-line sentence processing. 

· Frazier’s Active Filler Hypothesis: after a filler is encountered, the parser will try to associate it with the first available position that could support a gap.

· Filled Gap Effect: a slowdown/boggle (if measure reading time) observed when the gap position the parser wanted to use is occupied by lexical material (compared to an available gap).

· A lack of a filled gap effect has been used to argue that the parser does not posit gaps inside islands:  ‘The teacher asked what [ the silly story about Greg’s older brother ] was supposed to mean.’ (Stowe 1986)
· “The prevailing opinion in psycholinguistics has been that the evidence supports the position that island constraints are immediately effective in parsing, and that contrary findings maybe due to flaws in experimentation.” 



(pg 800)
· Three (rather dated- and strawman-ish) views of sentence processing are presented:
· Pritchett (1991): Predictive structure building is limited, subject can’t be attached until the verb head is encountered.  

· Hawkins (1990): Has explicit island constraints that seem to be on a scale. Subject islands are difficult because “the subject NP that contains the gap precedes the verb that subcategorizes the subject NP” (???).
· Berwick and Weinberg (1984): Appear to implement a parsing strategy based on subjacency. 

· “All accounts that derive island constraints from limitations on real-time language processing share the following straightforward prediction: island constraints should not be violated in real-time language processing.” (pg 801)
· Philips is going to show evidence for the positing of a gap within an island.
New Experiments:

51 Undergraduates each perform three tasks: 

1) Self-paced reading (faux parasitic gap structures)

2) Acceptability Judgment (Actual parasitic gap structures, 5-point scale)

3) Plausibility rating (temporarily ambiguous clause from #1, 5 point scale)

Acceptability Judgment:         24 items, 4 items per condition, 60 fillers.

Manipulation: 2 levels of finiteness (finite, non-finite) x 3 levels of gaps (good gap, bad gap, both gaps)
INFINITIVAL 

(A) GOOD 
The outspoken environmentalist worked to investigate what [the local campaign 

to preserve the important habitats] had harmed _.

(B) BAD 
The outspoken environmentalist worked to investigate what [the local campaign 

to preserve _ ] had harmed the annual migration.

(C) BOTH 
The outspoken environmentalist worked to investigate what [the local campaign 

to preserve _ ] had harmed _.

FINITE

(D) GOOD 
The outspoken environmentalist worked to investigate what [the local campaign

that preserved the important habitats] had harmed _.

(E) BAD 
The outspoken environmentalist worked to investigate what [the local campaign

that preserved _ ] had harmed the annual migration.

(F) BOTH 
The outspoken environmentalist worked to investigate what [the local campaign

that preserved _ ] had harmed _.

[image: image1.emf]

    

(A)
     (D)

(B)
     (E)
          (C) 
    (F)           

Results: The ‘both’ parasitic gap case is indistinguishable from the good case with a non-finite subject. A finite subject improves with a parasitic gap, but is not as fully acceptable.

Interpretation: “Having established, using off-line judgments, that normal speakers do allow WH dependencies to enter syntactic islands in parasitic-gap constructions, the next step is to use on-line measures to investigate the time course of the construction of these dependencies.”  (emph. Added, pg 807)
Self Paced Reading: 

word-by-word noncumulative moving-window, yes/no comprehension question w/ feedback, 24 items (6 items per condition), 72 fillers 

Manipulation: 2 levels of plausibility (plausible, implausible ) x 2 levels of complement (infinitival comp, finite RC )

PLAUSIBLE



IMPLAUSIBLE

INFINITIVAL 
The school superintendent learned 
The school superintendent learned

which schools the proposal to
 which high school students the

expand drastically and 

proposal to expand drastically and

innovatively upon the current 

innovatively upon the current

curriculum would overburden _ 
curriculum would motivate _

during the following semester. 
during the following semester.

FINITE 
The school superintendent learned 
The school superintendent learned

which schools the proposal that
 which high school students the

expanded drastically and

 proposal that expanded drastically

innovatively upon the current 

 and innovatively upon the current

curriculum would overburden _
 curriculum would motivate _

during the following semester. 
 during the following semester.

The school superintendent learned 

[ which {schools/ high school students} 

[ the proposal { to expand (_) / that expanded} 

drastically and innovatively upon the current curriculum] would overburden _ ] 

during the following semester.


Plausibility Judgment: 24 items (no fillers?), derived from self-paced reading materials

PLAUSIBLE 




IMPLAUSIBLE

INFINITIVAL The superintendent made the proposal      The superintendent made the proposal

          to expand the schools. 


       to expand the high school students.

4.55(.87) 




4.20 (1.10)
FINITE          The superintendent made the proposal      The superintendent made the proposal

          that expanded schools.


       that expanded the high school students.
2.56 (1.55) 




2.63 (1.38)

Results: The plausible condition is rated as more plausible, and we assume that (for example) schools are a more plausible complement of expand than the high school students.
Why this matters (logic of the experiment): 

1) Implausible complements show a slowdown in reading times compared to plausible complements (Traxler & Pickering 1996). 

2) Only if the filler is re-activated at a verb should the plausibility manipulation have an effect. 
3) Phillips interprets this (potential) re-activation as the parser positing a gap. 
Analysis and Results:

All numbers presented/ stats run are on residual reading times (presumably regressed to length? No discussion of frequency).

Cutoff: RTs > 1500 ms were excluded (0.4% of trials) 

Replacement: residual RTs > 500 ms trimmed to 500 ms (~ 3 SD, an additional 1.5% of trials)

Residual RTs for each of regions 1-14 submitted to a two x two repeated measures ANOVA. 
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FIGURE 2. Experiment 2, mean residual reading times in infinitival conditions.

Region 3 (superintendent): (p1 =0.18; p2= 0.13) 


Plaus slower, but n.s.

Region 9 (to): see below
Region 10 (expand): 
a main effect of finiteness (p1 < 0.05; p2 < 0.05) 
INF faster

no main effect of plausibility (p1 = 0.22; p2 = 0.17)    

interaction of finiteness and plausibility (p1 < 0.05; p2 < 0.086)

Infinitival conditions: significant effect of plausibility( p1 = 0.011; p2 = 0.054)










INF faster in Plaus condition
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FIGURE 3. Experiment 2, mean residual reading times in finite conditions.

Region 7 (the): Main effect of plausibility (p1 < 0.05; p2 = 0.08) 

Plaus faster

(This looks like it may be a spillover effect from the implausible NPs being slower. Note that these can be multiple words, and no discussion of frequency was made about these.)

Region 9 (to/that):  Main effect of plausibility (p1 = 0.077; p2 < 0.05) 
Plaus faster

However, planned comparisons showed that the effect of plausibility was not significant or marginally significant in either the infinitival or the finite conditions (infinitival: p1 = 0.33; p2 = 0.32; finite: p1 = 0.30; p2 = 0.17).

Region 10 (expanded): In the finite conditions there was no effect of plausibility (Fs < 1).

Region 13 (innovatively): Main effect of plausibility in the finite conditions (p1 < 0.05; p2 = 0.07).










Implause faster

Interpretations:

· At the verb (position 10) there is an effect of plausibility in the non-finite subject island condition but not in the finite relative clause condition. This is what Phillips predicted if it was the case that a gap was posited in the subject island (which is subject to parasitic gaps), but not the RC island (which is not). 

· Therefore, the parser ‘knows’ that a (non-finite) subject island can be rescued by a parasitic gap and is able to posit one inside the island. 

· The parser also ‘knows’ that the RC cannot hold a gap even if there is a later parasitic gap (though there is an amelioration- see condition F in the acceptability judgment). 

· Since the parser has posited a gap inside an island, processing accounts are unlikely to account for island phenomena.

Things left unsaid:

· No mention of any effects other than the one he was looking for (or what is/isn’t likely to be a spillover).

· Does not report what happens at the end of the sentence- when the ‘real’ gap is encountered.

· If a gap is being posited just in the infinitival-plausible condition, we should expect this to influence the further processing of the sentence (such as when it becomes clear that this was the wrong association to make- at word 13 or 14, where the results stop being reported). Consider that “participants never saw a confirmed parasitic gap in the reading-time experiment (813).” A cost would then be expected for positing one.
· Are these really islands (whatever that means)?
· Consider this from footnote 1, referring to other cases in the literature where it appears possible to extract out of an island:
· “If that is the appropriate analysis, then such cases would not show that WH-dependencies can enter islands, but rather that we do not yet fully understand island constraints. The parasitic-gap paradigm in 3 presents a different kind of challenge, since it shows that a gap in the exact same configuration is acceptable in the presence of a licensing gap, but highly unacceptable otherwise. These cases show more clearly that there are filler-gap dependencies that must count as licit under some circumstances, while triggering island constraints under other circumstances.” (emph added)
· The local configuration looks the same, but the global configuration is not. This need not be a unique case. Instead, it may be {a/yet another} case of extraction out of non-finites is easier than out of finites. In which case, “we do not yet fully understand island constraints.”  
· Also:
· “Experiment 1 showed that gaps inside infinitival subjects are rated as highly unacceptable when they are not rescued by an additional gap, and thus they qualify as genuine islands” (pg 817-818)
· And:
· “Importantly, for subject islands the best predictor of parsing behavior is the rating of the subject island as a part of a parasitic-gap construction, and not the rating of the subject-island violation when no licensing gap is available.” (pg 816)
· I’m not convinced that the proper comparisons are being made.
(3) 
a. *What did [ the attempt to repair __ ] ultimately damage the car?

b. What did [ the attempt to repair the car ] ultimately damage __?

c. What did [ the attempt to repair __pg ] ultimately damage __?

(3’) 
a. *What did [ John ] ultimately damage the car?


Filled Gap Effect

b. What did [ John ] ultimately damage __?

c. What did [ John ] ultimately damage __?

(3’’) 
a. *What did [ the attempt to repair __ ] ultimately damage the car?

b. What did [ the attempt to repair the car ] ultimately damage __?

c. What did [ the attempt to repair __pg ] ultimately damage __?

d. (?) Who did [ the attempt to repair XX ] impress __?
· Phillips found an effect of plausibility only in the infinitive subject island, indicating that the parser associated the filler and verb.

· This does not demonstrate that this is the same type of association/ relationship as is typically understood in the syntactic treatment of islands.

· If the infinitive has some kind of indefinite reading, where in (3c) the first gap may but need not refer to the same referent as the second, then it may simply be a case that the presence of a plausible referent is taken as associate.

· While admittedly more difficult, a clearer demonstration would be to use the filled gap effect. If the parser posits gaps when they could be saved by an additional gap, Philips should predict that the parser will always do so. Thus, a filled gap effect should be seen  at the car in (3b). (Feels unlikely)

Some final thoughts:

· “The contrast between the finite and infinitival conditions shows that gap creation does not apply indiscriminately inside islands, as is to be expected from previous experimental results. More interesting for current purposes is the convergence between the class of subject islands that show active gap creation (experiment 2) and the class of subject islands that show acceptability of parasitic-gap constructions (experiment 1). This suggests that the parser’s apparent violation of an island constraint in the infinitival conditions is directly related to the possibility of a parasitic-gap construction.” (pg 813)

· “In sum, the results of the on-line study suggest that the parser avoids constructing gaps inside islands that cannot be licensed, but actively constructs gaps inside islands that may subsequently be licensed as parasitic-gap constructions.” (pg 813)

· “Overall, it seems clear that the parser avoids positing gaps in environments that are rated as highly unacceptable.” (pg 817)
This is the plausibility manipulation
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