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A widespread approach to explaining international codpmrahat has emerged over the last
twenty-five years is based on insights from the analysis péaged game's. This cooperation
theory typically assumes that the underlying preferendéegweernments have the structure of a
Prisoners’ Dilemma (PD), which makes defection from anyeagrent the dominant strategy, and
then shows how cooperative behavior can be sustained imtigerun despite the absence of an
agent that can enforce agreementhe answer this theory provides is invariably the samepreci
rocal threats to punish deviations from the desired beh@ao be used to coerce the cooperation
of the actors. Cooperation is avithin groupproblem that the collective solves by appropriate
group enforcement against individual members.

Such an approach explains how cooperation can emerge ‘@pmisly” under anarchy and
make agreements self-enforcing, but it is poorly suited gside to understanding many interest-
ing cases of international collective action. One reasorthig is that actors may often have het-
erogeneous preferences over the outcome of an internbtioltective action (for instance, many
actions generate both positive and negative externgliteesl so disagree about the desirability
of undertaking it. This splits the actors into supporterd apponents of that particular collective
endeavof. Whereas free-riding incentives might still arise withickearoup, a second important
problem is that of one group overcoming the opposition ofdtieer. In this setting, cooperation
is also abetween groupproblem that the collective must solve by an appropriat&ibigion of
benefits to the groups of supporters and opponents of thectiok action.

In this paper, we conceive of international cooperatiorenmis of competition between groups
and analyze its effects on the types of organization thavidalals choose to solve the collective
action problem. We develop a theoretical model in which@atan disagree about the desirability
of the collective action and can choose to spend their ressugither in its support or in opposition.
The actors’ preferences are private information that thegtroommunicate to each other (through,
for example, voting). Since there is no exogenous enforoéeeensure that individual actors
abide by that outcome, the collective faces two seriouslpnog: how to induce its members to
communicate truthfully, and how to get them to behave in etaace with the collective vote.

We analyze two institutions that can solve both problems, @mpare their relative merits.
These institutional solutions, however, rely on coerciad song shadows of the future, both of
which are arguably problematic empiricatlyWhat is needed, then, is an institution that does
not require either. One possible venue is to shift the eefoent mechanism to the realm of
domestic politicS. While we believe this is essentially the right way to go, wentva show
that non-coercive cooperation is quite possible even iregting framework with an alternative
organization form, where the actors hire an agent who imptegmthe action if the vote clears an

1Stein (1982); Axelrod (1984); Keohane (1984).

2Although there has been some work on problems of coordimaiinl mixed-motive situations, most research is
based on PD-like situations (Larson, 1987; Rhodes, 1988n@eiista, 1990; Martin, 1992; Fearon, 1998; Downs,
Rocke, and Barsoom, 1998; Gilligan, 2004; Voeten, 2005]iva2006).

3Snidal (1985); Oye (1985); Martin and Simmons (1998); Kogews, Lipson, and Snidal (2001); Rosendorff and
Milner (2001); Rosendorff (2005).

4Gruber (2000).

SRosendorff (2006, 7).

8Johns and Rosendorff (2009).



agreed-upon threshold. We show that this organizatiomal,fevhich is independent of the shadow
of the future, could be quite attractive and actors might beng to spend very large portions of
their endowments to maintain it when none of the alternatare viable. This is so even though
we assume no special informational or expertise advanfagése agent over the actors and even
though delegation involves a cost that each country hasytolfaus, we uncover a novel rationale
for delegation that has nothing to do with facilitating ceogttion in coercive environments —
indeed it is useful precisely because it makes coercioneessary, and thus renders the shadow
of the future irrelevant. Overall then, we show that evemiérnational cooperation cooperation
is conceived as a sequence of ad hoc collective actions,pibssible to design self-enforcing
institutions that improve individual and collective wela Moreover, it is possible to design an
institution that can accomplish this at some additionat baswithout coercing its members.

1 Avoiding the Costs of Anarchy

The following discussion is primarily intended to providenge basic definitions and to motivate
the assumptions of our model by substantiating three migons. First, most international actions
have both supporters and opponents. “Cooperation” amasgtthat want a particular collective
action to take place might well mean “conflict” from the pegsiive of those that do not. Second,
these groups of supporters and opponents can “invest” reseeither to facilitate that action or
hinder its implementation. Third, the memberships in thtegegroups can be unstable over time.
Based on these assumptions we develop a model that showshamdnstitutional arrangements
can help mitigate the problems for collective action thateawithin this “anarchic” situation.

The standard approach to collective action problems is tdeihthem as arising among actors
who havethe same collective go#ut who attempt to free-ride on the efforts of others. Ingern
tional collective action, however, often involves actotsomave heterogeneous preferences about
the collective outcome itself. Increasing trade cooperdtirough enlargement of the World Trade
Organization (WTO) might mean very different things to &rig WTO members. Some states
(those with strong import or export interests in the newaangain from the enlargement. Others
(those that experience stiffening of export competitionm@jor export markets after accession)
lose from that cooperative action. International peacgikgemissions can produce negative ex-
ternalities for governments with strategic interests attirget of intervention (or those who prefer
another form of international pressure because they disagith the leaders of the action).

The heterogenous preferences over the outcomes can leadftictcbetween supporters and
opponents, and this conflict might be quite costly. Below wik address institutional solutions
that aim at preventing conflict between the two groups. Buirtderstand why both supporters
and opponents have a basic incentive to find institutionattiems, it is important to understand
of what can happewhen actors fail to avoid a costly confrontatioifhat is, when they fail to
find institutional arrangements that allow them to coortBireome mutually acceptable outcome,
and must instead resort to brute-force “fighting” by spegdisources in an attempt to impose
their preferred outcome on each other. One illustratioruraished by the attempts to regulate
trade of genetically modified organisms (GMOSs). The unikdteegulation of GMOs in the EU led



to a decline of American GM corn imports from $211 million i87 to merely $0.5 million in
2005. The US openly criticized the EU’s actions as a strategyotect its agricultural sector and
vetoed the adoption of regulations. It also initiated a WT&lé dispute, and put serious pressure
on countries to abide by that position. In Africa, it threstd to cut off aid completely unless
the recipients abandoned existing regulations on GMO itspM/hen the Egyptian government,
which had initially supported the US, decided to withdrawnfr the WTO complaint, the US
retaliated by pulling out of the free trade agreement talkee EU itself had to invest heavily
in institution-building projects in African countries tdfeet the potential loss of American aid.
It also threatened to ban imports of agricultural produotsnf countries that used GMOs, and
it conditioned many of the trade benefits it offered to depilg countries, such as the General
System of Preferences Plus agreements, on the implenwntdtihe precautionary principle. The
conflict between the US and the EU about the desirability efititernational collective action
regarding trade in GMOs proved quite costly to both sides.

When there is conflict over the desirability of collectivéian, the success of international coop-
eration depends on the ability of its supporters to overcibsr@pponents. The task is complicated
by preferences over that action being heterogeneous osgratticular issue, varying over time,
and only privately known. It is in this environment plagugddsymmetric information and un-
certainty that actors must identify each other’s prefeesrtbrough some form of communication.
Only then can they organize into groups of supporters andmgnuts that can then coordinate on
some policy according to a rule that would benefit the callectA serious additional problem is
that once these groups are identified, one can use its supesaurces to impose a solution on the
other irrespective of what the rules say. As the GMO case shithus type of conflict can be very
costly, which provides strong incentives to find a way to dvbi

The GMO case, then, demonstrates what can happen in theclaeiacontext when actors fail
to organize themselves in order to avoid the costs of confiiéé study three “ideal-type” self-
enforcing institutional arrangements that can help coatdi the actors, mitigate (and even avoid)
the dissipation of resources, and provide large benefithéomembers of the collective. The first
two institutions rely on coercive enforcement, which regsilong shadows of the future, but the
third does not. We begin by studying the organizing prireipk label acoalition of the willing
in which after an affirmative collective decision, only mezndbwho have voted in support of the
action must contribute to its implementatidrSome collective security institutions can be orga-
nized this way. The Concert of Europe, for instance, pravifde formal consultation among its

"The cooperative solution (in light of the organizations wedy in this article) would have been for the interested
countries to “vote” in the relevant organization (e.g., W&0O) and let the will of the requisite majority prevail. Give
the number of countries signing up to EU’s position, we sasfiet the cooperative outcome would have been for the
US not to pursue a trade dispute.

8]t is important to note that between-groups conflict is ndvet because opponents do not have to contribute to
the action. Independent on their contributions, opponentsdd still experience negative externalities from thegoo
eration of supporters. The GMO case illustrates this sihed1S faced negative externalities (i.e. declining exports
due to more restrictive regulations about biosafety inatifying stateskeven thouglit did not have to contribute to
the implementation of the Cartagena Protocol on Biosafgtyng similar lines, even though the US does not have to
contribute to the International Criminal Court, it stilled very hard to negotiate bilateral non-surrender agre¢sne
in order to avoid the negative externalities of having USIgsk being surrendered to the Court.



members, but after a collective decision was reached, belynterested parties would undertake
the authorized actiofi Along similar lines, UN peace-keeping operations providenbers in sup-
port of intervention with the opportunity to contribute @imcially or otherwise) above and beyond
their assessments. The principle is not limited to secunitythe UN Framework Convention on
Climate Change implementation of regulations is usuatiyineed only of those who supported the
measures in the first place.

Second, we study the organizing principle we laln@versal burden-sharingn which after an
affirmative collective decision, all members must contiéto the implementation of the action
regardless of whether they voted for or against it. For exapmpembers of the WTO and other re-
gional trade agreements have to implement any rules ongetkeagreed upon regardless of their
position during the negotiations. Similarly, in many pglareas — such as the common market
or environmental issues — the EU expects that all membetsiloote toward the collective action
once a decision has been reached (whether it is to providecielaesources or to implement cer-
tain rules)!® The International Whaling Commission might be the cleaegsimple of a universal
burden-sharing organization where the supporters andnague of whaling commit themselves to
majority decisions within the same organization. In thémeaf security, NATO requires that all
members respond (although not necessarily militarily)t@tiack on a member once the alliance
agrees to invoke Article 5, as it did after the 9/11 attackshenUnited States.

Third, we study the organizing principle we label agent-implementing organizatipwhere
the actors delegate resources to an agent who is neutratesjplect to the outcome of the action
and only implements the action if the vote clears the agrgeah threshold. In the International
Monetary Fund (IMF), for example, each bailout is precedged tiote of its members. If they vote
in favor of a bailout, the Executive Board implements it, amanages it. In the World Bank and
other multilateral and regional development institutidieseign aid projects are similarly imple-
mented by a bureaucratic agent after the member stateswvibteir favor. Finally, in many policy
areas — such as development, structural policies and exteade policies — the EU is an example
in which members have delegated implementation to a supoaahagent.!

2 The Model

There areN actors, each endowed with 1 unit of resource, who might watake a collective
action in each of discrete time periods indexedrbyr = 0,1,2,...). The action produces a

9Slantchev (2005).

0There are very few exceptions in which there are unequabresbilities among EU members, such as in Euro-
pean monetary policies.

The fact that formal voting in the IMF and in the EU is very aftenanimous should not obscure the fact that
decisions tend to reflect the preferences of members who are mfluential under the voting rules (Stone, 2002;
Thomson et al., 2006). The political desirability of pretiega unified facade simply redirects the actual vote throug
informal channels, which also facilitate side-paymentemwhecessary. Many 10s that deal with multiple issue areas
often incorporate features both of a universal organipaitd of an agent-implementing one, depending on the policy
field. For example, some cooperation within the UN framewsr&rganized through institutions that resemble the
universal organization, whereas other cooperation wdrksugh agent-implementing institutions. We discuss the
possibility of such hybrids in fn. 27.



public outcomega > 2, and actors differ in their valuation of that outcome. Theacsucceeds
only if at leastd > 1 resources are dedicated to it, and fails (if attempted)ratise. If the action
is taken, the individual payoff is:

Uip = 1 — xi; + mav;;.

In this specificationy;; € [0, 1] isi’s period: spending in support or opposition of the action,
v;; € {—1,1}isi’s period¢ valuation of the benefit, and is the probability that: is produced.
Observe that ifv;, = —1, the actor prefers that the action is not taken, so we shklhta an
opponentand ifv;; = 1, he prefers that it is, so we shall call himrsapporter Since individual
actors might have opposing preferences over the destsabilthe action, they can dedicate their
resources either in support of its success or against it. 38fnae a simple technology of conflict,
in which the success of the action depends on the differegiveden the resources dedicated in its
support and the resources dedicated against it. To eageonot@e shall label individual spending
in support of the action witk, and individual spending against the action withLet X, = > x;,
denote the total resources devoted in support of the agtiperiodz, andY; = ) y;, denote the
total resources devoted against the action in peridthe probability that: is produced is

1 ifX,—-Y, >0
0 If X;,—-Y, <8.

If the resources devoted to support the action can meet s @nd overcome the opposition
produced by resources devoted against it, then the actibrake place. We say that the action is
implemented at costheneverX, = 6. With this specification and the assumption that 2, it
always pays for an individual to spend his entire resourc®ifg so meant he would obtain the
preferred outcome om. Assume that < N or else the action is infeasible because it is beyond
the means of the entire collective.

In each period, the preferences of the actors with regard to the action taken in that period
are randomly and independently drawn from a common knoveletistribution withp € (0, 1)
being the probability of being a supporter, and p being the probability of being an opponéat.
Each actor privately observes his own valuatiofn, only. From his perspective, the probability
that there are exactly supporters among the remaining— 1 actors is: f(k) = (Nk_l)pk(l —
)Y~k Since the private values are independently drawn, legiomie’s own value tells an actor
nothing about the other actors. Similar to other work in Hrsa we assume that preferences are
not correlated either between periods or within a petiod.

2A new period does not have to take place on regular intenRégher, the intuition is that a period refers to a
situation in which actors have to make a new decision abopéeific issue area. This may occur at the same day on
different policy areas (e.g., in the World Bank) or it may oconly every few years (e.g., in the IMF).

13Aghion and Bolton (2002). Our model is related to the oneyareal by Maggi and Morelli (2006) but there are
three key differences between the two. We assume that (@)sacan choose how much to spend of their resource
endowments and how to spend it (in their model, they simplyado not act), (b) the collective action can succeed
as long as the net spending on support and opposition exteedosts of the action (in their model, the action
takes place only if everyone acts), and (c) there is nothpegisl about unanimity as a voting rule (we even find

5



It is perhaps useful to pause at this point to clarify our agsions about the structure of un-
certainty and heterogeneity of preferences in our modest,five assume that actors do not have
complete information about the preferences of other astaisn each period, and that they are
also uncertain about their own future preferences, whichrmaehat today’s preferences are no
indication about where an actor will stand on some futuracsSince international organizations
deal with multiple possible actions in varied contexts eattihan repeatedly revisiting the same
problem over time, this is a natural way to model this envinent. The uncertainty can arise for
various reasons. For example, it might be due to variatidghithe same issue ar&hA govern-
ment could support the collective bailout of one countrg {fear, but object to a bailout of another
country two years later (perhaps because they believe libdatter country is likely to use the
resources provided ineffectively or because they canrotdit or even because of geopolitical
conflict of interests). Since one cannot forecast which te@swould require bailouts years down
the line or one’s own financial situation at that time, onejsipon on a collective action (bailout)
today may not be very informative about one’s position omalar action in the future. The uncer-
tainty might also be due to variation across issue areas.vArgment might support prosecution
of violators of human rights and yet be opposed to intereenin a civil war where such abuses
are known to occur. Preferences over some collective actitay also vary over time because of
changes in domestic governing coalitions, which reprediffierent interests. They may also vary
because of changing public opinion that forces governntentsconsider prior positions. All of
these changes are difficult, if not impossible, to predict are thus ready sources of uncertainty
that can decouple present preferences from future BnBscond, we assume that knowing one’s
own standing cannot help an actor infer where others cuyretand. This is clearly more demand-
ing: an actor who sees how a shock to the environment hagedfcs standing on an issue might
use this information to infer how this shock might have aféecother actors who share relevant
characteristics with him. However, in our model actors grarsetric and there is nothing that can
anchor a subset of actors who are similar in the way they &etafl within any given realization
of the preference profil¥.

The timing of play in each period is as follows: actors obseheir own valuations, engage
in a round of costless and non-binding communication, aed gimultaneously decide how to
spend their resourcés. Because the relevant bit of information concerns the peefesgs of the

that unanimity can be far from the social optimum). Finaly explore the possibility that collective action can be
implemented without an endogenous coercive mechanismt. ighahereas they consider unanimity as the rule that
can be implemented when players are not sufficiently pattestipport endogenous enforcement, we identify another
strategy — delegation — that can work irrespective of theleiaof the future.

“Downs, Rocke, and Barsoom (1998).

1t is possible to modify the model and allow preferences ttstieky” over several periods. This will increase the
demands on the discount factor necessary to sustain caimpdoat will not change the results. The key difference is
that current losers would have to stay on the losing sidedoagd would thus have a stronger temptation to deviate,
which in turn necessitates the imposition of higher futwrsts to deter that deviation, and thus higher discountfacto

®We conjecture that allowing for correlation that affecttoas symmetrically will not change the qualitative results
for much the same reasons it does not in Maggi and Morelli§208igher correlations mean more confidence in the
sizes of potential groups of opponents and supporters, smechanism should still work.

1"The notion that actors vote and pay in every period certaimpyoses a domain restriction on the model because



actor over the collective action, we will consider the siagblpossible form of communication:
actors simultaneously announce whether they support tienamr oppose it, i.e., they vote. That
is, we have a straightforward reason to consider voting ifcarceptualize it as method of
communicating privately-known preferencds resources spent after the vote in support of the
action satisfy the threshold, > 6 + Y,, the action takes place, otherwise the status quo prevails.
The period ends and actors receive their payoffs. Each aataximizes his overall payoff, which

is the time-discounted sum of his period payoffs;’2, §’u;;, where$ € (0,1) is the common
discount factor.

To establish a welfare benchmark, consider the case whasesapreferences become known
after they are realized. L&, denote the number of supporters aMd— S; denote the number
of opponents in period. Suppose there existed a planner who simply maximized Isaeiéare
and who could implement the action at cost while (costlgssijorcing his decision. Since he can
always maintain the status quo, society is guaranteed tloena from private consumption when-
ever he chooses not to implement the action. The social keetlfeen will beN. When would he
implement the action? The planner could choose to tax estiygporters only or everyone, at a flat
rate that collects just enough resources to pay for therac8ocial welfare from implementation
will be the sameN + a(2S; — N) — 0, in either casé® The planner will act when doing so is at
least as good as remaining with the status quo, or whenever:

S; > ’7N+TQ/CI—‘ = Q"

That is, the action will take place in every period in whig¢h> Q*, and the status quo will prevail
otherwise. For obvious reasons, we shall refe@toas thesocial optimumn our comparisons to
the optimal quotas under uncertainty.

3 Inefficiencies in the Stage Game

We begin our analysis by considering the stage game in atraspperiods and ignore any pre-
vious or subsequent interactions for the moment (and so wpress the timing subscripts on
variables). If actors vote sincerely, the subsequent tnvesst stage would proceed as if under
complete information. As it turns out, however, this resutta highly inefficient interaction:

it limits it to institutions with these features (i.e., IQswhich there are either multiple issues that arise over ime
where preferences over the issue are unstable). Thererambesome 10s that do not fit the bill because they deal
with a single issue and require no further voting (so it istévonce, pay every period”). But even in some supposedly
“single issue” organizations, actors often vote at frequetervals on the “same” issue, as they do, for instance, in
regional and multilateral development institutions.

BWhen only supporters are taxed, they contribtjle= 6/S; each, and the social welfare $$(1 + a — x;;) +
(N —=S8:)(1—a)=N +a(2S; — N)— 6. When everyone is taxed, actors contribute= 6/N each, and the social
welfare isS;(1 —a — xj;) + (N — S))(1 —a — xi;) = N +a(2S — N) — 6 as well. If only supporters are taxed, it
is necessary thaf, > 0 or else the action is infeasible. This constraint does riseaf all actors are taxed because
6 < N by assumption.



PROPOSITION1. The stage game has a pure-strategy Nash equilibrium in wadichctors con-
sume privately and the status quo prevails. Moreover, grédlsactors are supporters, this is the
unique pure-strategy equilibrium and there is no Nash elgilm in which the action takes place
with certainty® o

One immediate consequence of this result (whose proof| athals, is in the appendix) is that
any mixed-strategy equilibrium will be quite inefficienttino ways: (a) the action will fail to take
place with positive probability whenever it is socially opéal for it to be implemented, and (b)
resources are dissipated by both groups (supporters spen@ and the action fails to take place
or opponents spend > 0 and it takes place anyway). This brute-force resolutiorhefgroblem
of collective action is the type of “solution” that can arisben actors do not coordinate to avoid
it (e.g., the GMO case).

This result is important because it tells us that in a sirsdflet interaction with asymmetric infor-
mation voting is of no help. Evenif it were to work in the sen$being truthful, the best actors can
expect is that they end up in the situation with completerimfation where the above conclusion
would immediately hold. Since voting is costless and nardirig, any subgame-perfect equilib-
rium (SPE) would require that actors play a Nash equilibrinrtine investment stage. There is no
way to implement the action at cost or avoid the other typdasefficiencies. For this, we need
to consider some sort of institutional arrangement. We nmowsthat the traditional approach to
overcoming some inefficiencies through endogenous enfanéthat relies on punishment strate-
gies can be employed to ensure that (a) voting is sincere(l@nithe actors can implement the
action at cost whenever it is socially efficient to do it.

4 Coercive Cooperation

Consider the repeated game and suppose that actors hastedelejuotaQ, which is the min-
imum number of supporting votes before an action can takeepl&Ve will derive the optimal
guota momentarily. For now, we note that the choice of voting is made once at the outset,
and the rule remains in place for the rest of the interactiince actors do not know where they
will stand on issues that come up for decisions by the calledh the future, the choice of vot-
ing rule is done “behind a veil of ignoranc& . This constitutional choice reduces to selecting a
decision-making procedure that is both optimaknteand enforceablex post Because the actors
areex antesymmetric, the optimal quota is the same for all actors, &nd tve can focus on the
guota that maximizes the expected payoff of an arbitrargraantd satisfies any constraints neces-
sary to enforce the behavior it implies. In the sections toldw, we first derive the conditions
that make any given quota self-enforcing, and then idetiiéypayoff-maximizing quota that we
expect actors to coordinate on.

19if all actors are supporters, then there is a pure-strateghMquilibrium in which every actor contribut@sV
and the action is implemented at cost. We thank a refereediotipg this out. See fn. 21 for the implications this
might have for the repeated game.

20Aghion and Bolton (2002).



After the constitutional choice, the game proceeds asuv@lioin each period actors observe
their private values, communicate by casting a public,lesst and non-binding vote, observe the
outcome of the collective vote, and simultaneously implettigeir investment decisions. Since the
private consumption equilibrium exists in the stage gamanevith voting (actors simply ignore
the outcome of the vote), the repeated game has a SPE, winclkesendent of the discount factor,
and in which actors always consume privately. The expectgadfpin this private consumption
equilibriumis 1/(1 — §) for each actor. We shall use this SPE as the threat that miditee the
desirable properties of the institutional SPE. Tdyisn-trigger reversion SPE allows us to find the
lowest discount factor that can sustain the institutiolRES- if the cooperation cannot be induced
with the most severe threat, then it would be impossible wiilder forms of coercior!

What are the desirable properties of the institutional SREXhall look for SPE in which (a)
the voting is sincere — supporters vote to implement theoactand opponents vote not to; (b)
the voting outcome is meaningful — actors condition theihdaeor on it; and (c) there is no
resource dissipation — the action is implemented at costnangsources are spent opposing it
when it is not implemented. The first requirement is that dwtl not be optimal for actors to
falsify their votes. This is a natural component that supgptbre second requirement, which is that
voting actually means something because it can affect htovsabehave. One of our goals is to
rationalize voting in 10s by showing that even when it doesawst anything to cast a vote and
actors are not bound by the voting outcomes, voting can mgarlly alter behavior. The final
requirement embodies thmaison d’étreof 10s in our framework — avoiding the costs of conflict —
we aim to show that institutions can enable actors to do fat t

4.1 Coalitions of the Willing

The first institution we examine is tlaalition of the willing whenever an action is to be imple-
mented, only the (self-identified) supporters contriboteard it. Since contributions are limited
to supporters, the quota must teasible O > 6, or else there would exist groups of supporters
whose size satisfies the quota but that cannot implementtiaaising only their own contribu-
tions. The following proposition states informally theut#grom Proposition A.2 in the appendix,
which establishes the existence of an SPE, in which the ttlofei@verting to private consump-
tion sustains sincere voting and at-cost implementaticoujh contributions by the self-identified
supporters.

2lWe could construct another reversion SPE that Pareto-duasrhis one: players vote sincerely and contribute
0/ N each if all voted in favor; otherwise they consume privateé¥jo opponent would deviate: voting insincerely
in favor means a positive probability that the action cowdrmplemented, in which case the opponent has to spend
resources to block it. He is better off simply voting agaihahd ensuring it would not take place. No supporter would
deviate: voting insincerely against means certain pricatessumption. He is better of voting in favor and ensuring a
strictly positive probability of implementation. We do nainsider this SPE as the reversion threat for two reasons.
Substantively, we conceive of the threat as abandoningezatipn and see no reason why actors should continue to
listen to each other or coordinate their expectations dmeénstitution has failed. Formally, the private consuroipti
SPE is the more severe threat and thus provides the mostgsarenénvironment for coercive cooperation to emerge.
If the institution cannot be sustained with this threat,ilt mot be possible to sustain it with any other threat. Mare
when we find conditions such that coercive cooperation cawondk even under the most permissive circumstances
but non-coercive cooperation still does, we obtain a muainger result for the latter.
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PROPOSITIONZ2. For any feasible quota, a coalition of the willing can be ieplented provided
actors are sufficiently patient, and provided no supporten benefit by concealing his support.
In this SPE, actors vote sincerely, and if the votes in supppeet the quota, the supporters share
the cost of implementation equally, and the opponents coasorivately; otherwise everyone
consumes privately. If the action ever fails when it is siggplato take place or gets implemented
when it is not supposed to, actors revert to unconditionalgie consumption. O

As we shall see, it is always possible to find a quota that cashgall conditions. Repeated
interaction can coerce sincere voting by threateningiegtah for acting contrary to one’s vote.
Although this institution can support cooperation, it heleast two deficiencies even in the highly
permissive environment which ignores monitoring and com@iibn costs. First, the institution
must guard against opponents derailing the action at theemmgmtation stage. This deviation is
observable, so actors can implement the conditional poresiito deter it. Second, the institution
must guard against supporters trying to free-ride by poetento be opponents and enjoying the
benefits without incurring the costs. This deviation is farder to deter because the supporter’s
behavior is identical with that of opponents, making theiaigen impossible to detect. There is no
threat-based solution for this problem, it must be volustar. Thesincerity constrainfdefined in
(SC) inthe appendix), states what it takes for an actor t@nesincere even when he could deviate
without being found out. The benefit of voting sincerely iattthe action will be implemented if
the actor turns out to be pivotal. In all other cases his vatg esults in costs to the actor should
the action be voted for implementation (he would still cdnite in those cases because otherwise
the action would fail). The constraint ensures that the fieoé sincere voting outweighs the
expected costs for a supporter.

As it turns out, this constraint can be severely bindingeesgly when the probability of being a
supporter is moderate to high. To show this, we now exami@eghimal quota, which maximizes
the equilibrium period payoff under the feasibility andcgrity constraints. The optimal quota for
the coalition of the willing,Q.,, is formally defined in Lemma A.1. Figure 1 shows how it varies
with p, the probability of being a supporter.

When p is sufficiently low, the optimal quota is either at the so@ptimum, 0*, provided a
group of that size can implement the action, ofat the smallest group that can do so. (This
constraint would also bind if the social planner taxed onlgmorters.) However, ag increases,
so does the optimal quota, in a stepwise manner with diswemtis jumps. In these cases, the
sincerity constraint binds and forces the quota up and avesly the social optimum. The vertical
line marks the smallest value fgrfor which the constraint binds.

What explains these upward jumps? As the probability of sugpcreases, the likelihood that
any one actor would be pivotal for any given quota decrea3éss increases the temptation to
free-ride. The only way to overcome this problem is to insgethe quota: doing so reduces the
expected benefit of free-riding because it decreases tihabpildy that the action would take place
without one’s vote. This restores the incentive to vote esialy but asp increases further, the
problem re-appears and the quota must be adjusted agaifislway, the sincerity constraint
drives the optimal quota further away from what is socialysidable. Somewhat paradoxically,
as the number of actors that might be supportive of the agtioreases, the institution, in which
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Figure 1: Coalitions of the Willing and the Social Optimum & 20,a = 3,0 = 11).

only the coalition of the self-identified willing contribes to the action, becomes ever less socially
efficient.

This social inefficiency suggests that it might be benefimalrganize cooperation differently.
The first problem is that concentrating the costs on the godgpoperators precludes socially de-
sirable outcomes because doing so puts expensive actibogreach. The second problem is that
a supporter might have incentives to distort his vote innatieto conserve his resources. An in-
stitution with universal burden-sharing might help withttbproblems: it spreads the costs among
all actors, and since one has to contribute whenever theraistivoted to take place regardless of
whether one voted for it or against it, there should be noritice to distort a supporting vote.

4.2 Universal Burden-Sharing

We now consider an institution with universal burden-shgrione, where each member — sup-
porter and opponent alike — is supposed to contribute wheniéne agreed-upon quota is met.
This changes nothing in the single-shot interaction: tiere reason to abide by the outcome of
the vote. However, since every relevant deviation is noweolable, it can be subjected to col-
lective punishment when the interaction is repeated. Thewiong proposition states informally
the result from Proposition A.3, which establishes thetexise of an SPE with sincere voting and
at-cost implementation through universal contributions.

PROPOSITION3. For any quota, universal burden-sharing can be implemeptedided actors
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are sufficiently patient. In this SPE, actors vote sincerahd if the votes in support meet the
guota, all actors share the cost of implementation equaltiiprwise everyone consumes privately.
If some actor fails to contribute what he is supposed to drafdction gets implemented when it is
not supposed to, actors revert to unconditional privatestonption. O

Observe that there is no analogue to the sincerity constragause we no longer need a special
condition to prevent hidden free-riding by supporters. fidason is simple: a supporter who votes
against the action lowers the probability of implementafjoy the probability that he is pivotal)
but does not save on his contribution for all those caseseuheraction will go forward regardless
of his vote. Furthermore, since everyone contributes omeection is voted for implementation,
there is no constraint implied by its costliness. In otherdgpthere should be nothing to force the
guota of the universal burden-sharing institution awaynftbe social optimum.

Indeed, Lemma A.2 shows that the optimal quota for univesaadlen-sharingQ,, is always
the same as the social optimum. The lemma thus establisaeg jhis not merely independent
of the uncertainty, but that it is socially optimal even affge uncertainty is removed by the act
of voting. It is worth emphasizing this finding because asatrio information usually induces
seriousex postinefficiencies (as it does with the coalition of the willingjhe universal burden-
sharing institution does not have to suffer from this prahleThe intuition is that the quota for
this institution is selected to maximize the differencewssn the private consumption outcome
and the expected outcome when everyone chips in to pay fadten. In the latter, each actor
expects to pay the cost when the action is taken, removingnaeytive to consider the likelihood
of being a supporter. The only relevant consideration is hamy members will find the action
beneficial (precisely what the value @f gives us). Does this mean that actors would always opt
for universal burden-sharing over a coalition of the wilthThe answer, it turns out, is surprisingly
negative.

4.3 The Organization of Coercive Cooperation

Since universal burden-sharing is socially optiraglpostand because actors are symmeegxc
ante one might think that they would never choose to organizeaktmns of the willing. Indeed,
when it comes to the expected payoff, universal burdenisipds always at least as good as the
coalition of the willing, and often strictly better (Lemma3\. Figure 2(a) illustrates this.

The problem is that when the optimal quota for both insiitsi is at the social optimum (and
so both yield the same expected payoffs), universal busti@ning is more difficult to implement
because it requires a longer shadow of the future to coemgecation (Lemma A.4% If actors are
not sufficiently patient, then this institution might simde out of reach. Moreover, this problem
might crop up even when universal burden-sharing is sgrpéferable. As Figure 2(b) shows, the
relationship between the minimum discount factors necgdsamplement the institutions can be
quite involved once forcesQ,, away from the social optimum: for some valuesahe coalition
of the willing is easier to implement, and for others it iswersal burden-sharing. The overall

22Since we used grim trigger strategies to support cooperatiese discount factors are the least demanding; any
other strategy would require a longer shadow of the future.
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picture, however, is clear: if actors are patient enougm timiversal burden-sharing is the way to
go, especially if the probability of support is not too low.

4.4 The Limits of Self-Enforcement

We have now identified two solutions to the problem of meaftingpmmunication. They both
make sincere voting self-enforcing with the threat to almencboperation if any actor deviates in
his actions from the way he is supposed to behave given tigvotitcome. These solutions suffer
from the familiar host of problems associated with this apph to endogenizing enforcement.

First, we assumed away transaction costs, which might blelgmatic in the asymmetric in-
formation setting. Actors can vote, observe voting outcenmeonitor each other’s compliance,
and then coordinate their contributions, all without payamy transaction costs. Introducing any
of these considerations in the model will make the institugiharder to sustain because they will
lower the expected payoff from participation.

Second, we assumed that actions (e.g., contributions) enffegly observable, that there is
no noise, and that the action succeeds whenever actorsbedetenough to it. These permit
actors to identify those who attempt to free-ride or purfase derail implementation. If we
relax this assumption, deviations will be harder to detect therefore become more attractive.
The institution would have to account for these problemsdbgxing the trigger somewhat. It is
not a priori clear whether the overall impact on the expected value ofrtsigutions would be
detrimental, but at any rate, the institutions would havéecfar more involved, which in turn
would increase the transaction costs and make them lessblalu

Third, we used a grim trigger strategy to sustain coopematibhe problem is that this type
of punishment might be too severe for the other actors towgecThis gives them incentives
to coordinate on restoring cooperation, which might malkeSRE not renegotiation-proof. This
would reduce the costs of deviating, and make cooperatiodeh#o sustain. Any punishment that
is immune to renegotiations would necessarily be less satan the grim trigger, which means
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that it would require higher discount factors to work, exaeting the already onerous demands
on the shadow of the future.

The fundamental problem with these solutions is that theyegluire actors to be sufficiently
patient. Transaction costs, monitoring and noise, theiloitéed of punishment strategies — all of
these issues require investments or behaviors that reda@xpected value along the cooperative
path. Since compliance is enforced with threats to reveprit@te consumption, the lower value
of cooperation makes it harder to sustain the institutiozsabse they require even longer time
horizons to deter deviations. Ultimategnyinstitution that coerces cooperation with conditional
threats of future punishment would be vulnerable in this.walus, we want to know if it is
possible to sustain cooperation without coercion: if it bendone, then there would be no need
for threats, and no need to worry about how valuable the éutur

5 Cooperation without Coercion

We now analyze whether it is possible to maintain coopenaggardless of the actors’ time prefer-
ences. To this end, we begin with the single-shot game: ifamdiond a way to obtain a cooperative
equilibrium here, then we automatically obtain the resulihie repeated setting by simply having
actors choose the stage-game equilibrium unconditioiraiyach period.

We propose the following formal organization. At the congional stage, the actors hire an
agent whose wage 8 > 0, select the quotad), and set the individual contributionsy) that
they will be making to that agent. Just as before, this chisiceade “behind a veil of ignorance”
and the symmetry of the actors with respect to their futupeetations and resource endowments
implies that the optimal quota is the same for all of them amat their contributions will be
symmetric as well. The only information available at thisnpés about the costs of agency and
the action itself.

We conceptualize the wag#/, as transaction costs that arise when delegating implerhent
to an agent. Such costs may stem from the process of findindpiaind an agent (creating the
10), the agent’s fees (maintaining the 10), or the potert@dts of agency slippage (losses from
imperfect monitoring of the I10’s execution). The agent'gy@as exogenous, and is shared equally
so that each actor contributes = W/N toward it. Since the action must be feasible at the
maximum that the actors can contribute toward it, we reqina¢(1 — w)N > 6, which we can
express aw < w, wherew = 1 — 6/ N, or else the combined cost of the formal organization and
the action exceed the total resources available to thesater, the organization is not feasible).
Assume that the agent has no preferences regarding the aatiocannot use any of the entrusted
resources other than his wage for private gain. Furthemasghat the agent has the capacity
to implement the action whenever it is authorized to act iy the subsequent behavior of the
actors does not block it.

Following the constitutional choice, but before obsenving realization of the preference pro-
file, actors simultaneously contribute a portion of thesaercesx, € (w, 1], to the agent. If
any actor contributes less, the agent returns the conitmiaind the game continues as it would
without him. After learning their preferences, actors egggan costless and non-binding voting

14



about the action the agent should take. The agent is conthidgténvestingR = (xo — w)N
toward action if the number of votes in support is at lgdstand to returning, — w to each actor
otherwise. After the agent’s move, the actors simultanigalmose their investments.

Several things about this scenario are worth noting. Falstactors contribute to the agent’s
war chest. Sincex antethey are all the same, we focus on symmetric contributiorso®d, this
contribution is made “behind a veil of ignorance”. Thinkiabead to the repeated setting, this
is a natural way to model organizations in which memberseagreperiodic (e.g., annual) fixed
contributions that the organization would then use in ataoce with the wishes of its members to
deal with whatever issues arise within its domain. In thitirsg, actors make their contributions
in each period before they know what issues might come up @revthey will stand on those
that do. Third, the voting outcome is still not binding foethctors, only for the agent. Since
the agent is assumed to have no preferences for the acti@manheommit to invest according to
the agreed-upon voting outcome. Actors, on the other hastill choose how to spend their
resources. Fourth, the assumption that the agent retugretitributions (net his fee) if the action
fails to garner the minimum required support stacks the rhagdainstsincere voting because it
might allow the actors to use the information obtained atuvbing stage after a failed vote to
force the action with the resources they obtain. Fifth, weeh@ot assumed any special expertise
or informational advantages for the agent relative to theeoactors. That is, none of the usual
rationales for delegation apply here.

5.1 The Agent-Implementing Equilibrium

The first feature of this organization we must decide upon hetiver actors should contribute
anything over their initial investment when the vote goedavor of implementing the action.
Suppose that after the vote the agent did not have enouglroesao implement the action without
additional contributions from the actors. Since the votugcome is not binding on the actors
themselves, this effectively only lowers the cost of theaagtand thus puts the actors back in the
original situation where there is no way to implement theasctvithout additional dissipation.
Hence, in any equilibrium in which the agent’s move impletsehe action with certainty, it must
be thatx(¢) = 0 for all ¢ > Q: supporters (and opponents) consume privately their mrangi
resources when the action takes pl&te.

When there are no additional contributions after the vateust be the case that the resources
the agent controls are sufficient to overcome any oppositiahmight arise. Moreover, it must
be the case that the supporters cannot impose the actioa ifaie fails and the agent returns
some of the initial investments to the actors. We imposeangtrequirement, one that is much
stronger than what is necessary for Nash equilibrium: weireghatneither the supporters nor
the opponents would be able to overturn the outcome of the eweén if they could coordinate
costlessly to act as group$n other words, instead of ensuring that the equilibriunmisune to
individual deviations, we also ensure that it is immune tougr deviations; i.e.., we require that

23Abbott and Snidal (1998).
2“However, see discussion in fn. 27 for an |0 that combinesahtifes of agent-implementation and mild coercion.
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the Nash equilibrium be coalition-pro&f.Whereas this requirement is strong, the findings will be
more persuasive if the equilibrium satisfies it.

The first possible group deviation we must guard against teéppponents who might coalesce
to derail the action in spite of the favorable vote. The latggpponent group that needs to be
deterred from doing so occurs at the quétaso it is sufficient to ensure that the agent’s resources
can overcome their opposition. Since there is no need totheeagent any more resources than
absolutely necessary for that, it follows thgi( Q) must solveR — (1 — x¢)(N — Q) = 6, which
pins down the optimal initial “no-blocking” contributioiNBC) to:

_0+0
w(Q) = LN 2L (NBC)

Note thatxy(Q) < 1 for anyw < w, so this contribution is feasible whenever the organiratio
itself is. Since the group of opponents cannot overturn tieng outcome when the condition is
satisfied, no single opponent would be able to derail th@adither. Since the initial investment
is sufficient for the action to take place after the affirmatixote, we shall call this aagent-
implementingequilibrium.

Although x,(Q) is sufficient to ensure that opponents would not attempt eclkbthe action
whenever it is supposed to take place, we must also makesatreupporters do not attempt to
impose the action whenever it is not supposed to take plaote that this is not necessary for a
Nash equilibrium: if no supporter is expected to contriioteard the action after a failed vote, no
individual supporter would have an incentive to contribhitaself. Thus, the following condition
is only required to make the Nash equilibrium immune to diéies by supporters acting as a
group. For this to be the case, there should exis ne Q such that the self-identified group
of ¢ supporters can impose the action using the resources thagémt returns to the collective
after the failed vote. Given any quot@, the largest such group @ — 1: if this group can be
deterred from imposing the action after reimbursement) t#ilesmaller groups will be deterred as
well. Since the agent always keeps his fee and the opponeertslE = 0 after a failed vote, the
no-impositiorconstraint (NIC) can be expressed(as- w)(Q — 1) < 6, which we can rewrite as:

QS’VI—I—%—‘—IE@& (NIC)

Thus, any quota that does not exce@g will be such that the remaining opponents can always
successfully block imposition attempts by the supporten® \&re not numerous enough to get
the agent to implement the action. This means that togettBC] and (NIC) guarantee that
both opponents and supporters will abide by the outcomeeo¥tihe and will consume privately
whatever resources they have after the agent moves. Tlwviod proposition shows that this
is also sufficient to guarantee that they vote sincerely autltoercion, so an equilibrium with
delegation exists.

25Bernheim, Peleg, and Whinston (1987).
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PROPOSITION4. For any quota that satisfigdNIC), there exists an agent-implementing subgame-
perfect equilibrium. Each actor contributes according(lBC) and votes sincerely. The agent
invests toward the action if the supporting votes meet tlodeg@and reimburses the actors (net his
fee) otherwise. Actors consume privately the resourcesttaee after the agent’s move. O

Although this result tells us that there exists an SPE willegiion, it says nothing about the
optimal quota actors would use, and indeed nothing wha&awout whether they would even
choose to delegate. Lemma A.5 shows that there exists aeaojgtimal quota,Q.(w, p), for
delegating to the agent, and that it is non-decreasing ipribleability of being a supporter. To see
whether actors would choose to delegate, we need to cornbiglatternative that they do not. We
know what happens in that case: the action will not take plesmuse sincere voting cannot be
supported (Proposition 1). The alternative to no delegatidhe single-shot interaction is private
consumption with a payoff of 1. This implies that actors wbahoose to delegate if, and only if,
doing so gives them something better.
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Figure 3 shows when delegation is preferable to privatewopsion for two organizational cost
scenarios: relatively modest costs (each actor pays 0.3%s oésource endowment in agent fees,
shown in the top row, where the (NIC) constraint binds) andewshat exorbitant ones (each actors
pays 40% of his resource endowment in agent fees, the botinwhere it does not). All the
other parameters are held at the values we used in the psefigures for the coalition of the
willing and universal burden-sharing. The vertical lineparate the values @f for which private
consumption is preferable from those for which delegatson i

As we know from Lemma A.5, the optimal quota is a non-decreasliscontinuous step-
function of p. Figure 3(c) shows a pattern reminiscent of the optimal gdiot the coalition of
the willing in Figure A.1, which might be surprising. Rectiiat in coalitions of the willing the
guota is forced upward by the sincerity constraint. Deliegds more like universal burden-sharing
in that respect: since all actors contribute, there is nentige to vote insincerely when one is a
supporter. So what forces the quota to increase?

The upward pressure on the quota under delegation comestiguonconstrained optimization
itself: the quota increases because doing so produces beftected payoffs, not because it must
or else an equilibrium condition would fail. Setting asidhe &x anteprobability that the quota
is met for a moment, it is clear that actors preffger quotas: a large quota means that when
it is met, the lingering opposition group will be small, whim turn means fewer resources must
be wasted on deterring its potential attempt to undermiaettiective decision to implement the
action?® Since the amount contributed to the agent in itself does fiettahe probability that
the action takes place in equilibrium, it follows that astprefer to conserve as much as possible
for private consumption. Thus, for any given probabilitytieé action taking place, actors would
prefer the largest possible quota in order to minimize exepgending on deterrence.

The ceiling on how high this quota can be, of course, comes fitwe fact that for any given
probability of being a supporter, larger quotas mealwer probability that the action will take
place. This decreases the expected benefits, especially adters expect to be supporters with
high probability. The trade off actors face, then, is that lbwer cost of implementation must
come at the expense of its lower probability. Asncreases, the probability that any given quota
will be met increases as well, which makes the trade off lesklass salient. At some point,
it becomes beneficial to increase the quota and get the lomglementation cost because the
probability that it will be met is high enough. Continuingtirs way, we can see that the optimal
guota will increase in step-wise fashion agncreases. Even though the behavior of the quota
under delegation is superficially the same as its behaviardoalition of the willing, the causes
are radically different. This is clearly seen in Figures)3id 3(d), which show that the expected
equilibrium payoff is strictly increasing ip under delegation, whereas it is non-monotonic in the
coalition of the willing, as revealed by Figure 2(a).

Another noteworthy result is that there are circumstanoeeuwhich delegation appears to be
preferable even when the agent demands an excessive feehis-aase, up to 40% of each actor’s
budget! The wastage reflected by this fee does reduce thetexigayoff from delegation, as one
can see by comparing Figure 3(d) with Figure 3(b). This imtereans that delegation will not

dxo(Q) _ 6—(1—w)N
Q@ = (2N-0)?

26Formally, < 0, where the inequality follows fromv < w.
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become attractive untp is sufficiently high. The plots do, however, raise a questigit the case
that delegation is always preferableifs high enough no matter how large the organizational costs
(provided, of course, they retain the feasibility of impkmation)? As it turns out, the answer is
affirmative, as the following result shows.

PROPOSITIONS. If the probability of being a supporter is sufficiently highen actors strictly
prefer to delegate foanyfeasible agent fee. o

As Figure 3 shows, delegation becomes optimal (relativeit@ie consumption) at much lower
values ofp than the sufficient condition in Proposition 5 might suggéstis is especially pro-
nounced when the agent’s wage is not too high. At any rate, ave shown that there exist
conditions under which actors would delegate even thouglcivstly. They prefer to create a for-
mal organization that would enable them to cooperate evarsingle-shot interaction even though
voting in such an organization is non-binding and even thahgy must pay organizational costs
and dissipate additional resources (to ensure that whab@yp®sition to implementation remains,
it cannot block the action).

5.2 Why Delegate with Repeated Play?

Consider now the repeated game with the possibility of dgleg. In each period(r = 0,1,2,...),
actors contribute the pre-set amounts to the agent, obpewately the realization of their prefer-
ences, and engage in costless non-binding voting. If thpatipg vote clears the quota, the agent
invests toward implementation of the action and if it does he reimburses the actors net his op-
erating fees. The key feature of this institutional setuihé the pre-set per-period contributions
are madéeforeactors observe their preferences for the action in thabdeas they would be in
organizations with subscriptions. We now show that delegas easily supported in SPE in the
repeated game whenever it can be supported in equilibriutrecdingle-shot game.

PROPOSITIONG. If delegation is preferable in the single-shot interactan) ,(w, p), then then
the following strategies constitute a SPE of the repeatetieyaegardless of the discount fac-
tor: actors choose delegation wit,(w, p), and use the stage-game equilibrium strategies from
Proposition 4 in every period of the game. O

This is an important result because it suggests one way iohwdttors can overcome the limits
of self-enforcement inherent in organizing as coalitiohthe willing or in an universal burden-
sharing institution. These institutional arrangemenés\ary attractive because they can imple-
ment the action at cost and avoid the wastage inherent indlegyated environment where the
resources must be sufficient to overcome any lingering apposHowever, these coercive envi-
ronments are fundamentally constrained by the shadow dfithee: it has to be long enough so
that the long-term costs of failing to cooperate today oigivany gains that actors might obtain
by doing so. This requirement could be quite severe, as €ig(by) shows. Fop ~ 0.4, for in-
stance, the minimum discount factor required to enable @@djon is close to 1. It stays aboy®
for p up t00.75. In other words, even when there is a 75% chance of each agitoy bupportive
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of the action, the coercive institutions require them tedist the future by no more than 20% or
else cooperation will be impossible.

The great advantage of the non-coercive environment isctigteration requires no threats of
future punishment, which makes the shadow of the futuréeiveat. For instance, as Figure 3(b)
shows, cooperation with delegation is preferable to peiansumption for any > 0.4, which
means that it can be implemented in situations where thehtdeghands of the discount factor
would make the other arrangements impossible. Even withetlaéively exorbitant agency fees in
Figure 3(d), delegation might work where nothing else wdeld., atp around0.65). The key to
this advantage is that the institution creates a “veil obigimce”, which provides a commitment
mechanism that allows actors to relinquish conditiondilirt ability to undermine the action be-
fore they know whether they will support or oppose this sjieproject. The condition is that the
agreed-upon quota for support is met — this provides a baffamst imposition of the will of even
large groups of supporters and opponents, and makes titetiost attractive. The fact that dele-
gation is non-coercive has other positive implicationsréhs no need to monitor compliance, and
the problems of noise, involuntary defection, and renegjotn do not arise. Deviations are simply
ignored: the play continues as if nothing has happened amd th no need to destroy cooperation
if someone defects (or is believed to have defected). Finatite that there is no special expertise
required of the agent when it comes to the action. Delegdtere does not occur because the
agent can implement the action at lower cost or because hesksmmething others do not. This,
in fact, strengthens our result: any of the traditional oeasto delegate would increase the value
of this organizational form relative to the two others, nmakit even more likely that actors would
choose it.

Although no international organization corresponds fadythe simple theoretical model, the
findings already illuminate some of the fundamental diffees between traditional coercive co-
operation and agent-implementation. A full empirical studquires the theory to be extended
in several non-trivial ways, as we note in the conclusiommight still be instructive to consider
the case of multilateral aid institutions. First, the stafinultilateral aid agents (e.g., the World
Bank) does not possess more expertise relative to the $gdlvernmental aid organizations (e.g.,
USAID). In both cases, the staff comprises mainly econaswisth similar backgrounds and train-
ing. Second, the coercive mechanisms are very weak and enfyrarely employed’ Third, the
shadow of the future tends to be relatively short becauseatibn decisions diffuse the interests
of many members and because the political circumstancestinl@rs states sometimes shift quite
dramatically. Thus, the existence (and proliferation) afltitateral aid institutions is puzzling
in the traditional context since neither do they providecgdesxpertise to encourage delegation
nor can they rely on coercion to enforce contributions. Tha-coercive commitment mecha-
nism we provide here can help us understand this phenom&taeover, the case of multilateral
aid institutions points to the importance of accountingldetween-groups conflicts in addition to

27 We should note that the model also allows for an organizatiéorm that combines features of agent-
implementation and coercion: actors contribute some of theources to the agent, and when the quota is met supply
the rest. Enforcing the remaining contributions requi@arcion through repeated play but since given the sunk com-
mitments these amounts are smaller than in the traditioreicive 0s, cooperation would be easier to sustain and
would not require drastic threats.
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within-groups conflicts when analyzing the strategic lagfitcnternational organizations since the
persistent bargaining over how aid should be allocatedtatds that members often disagree with
particular policies and are sometimes in support and somestin opposition to the action the

agent takes.

6 Conclusion

This paper analyzed international cooperation as betweemp conflict between supporters and
opponents of a collective action. Our model is premised anftumdamental aspects of collective
action. First, and as usual, such action might be difficulicbieve because of incentives to free-
ride on the efforts of others. Second, and innovatively, &g international collective action
might be beneficial for some, it might be detrimental for etheThis can give rise to highly
conflictual situations where significant resources can tstedaon imposing one group’s preferred
outcome on the other. Whereas most existing work focusesags of overcoming the contributor
dilemma, we focus on the problem of avoiding dissipatiortt@rapts to implement some collective
action.

This perspective of collective action is not meant as a ealittion to extant approaches but as a
refinement, an extension that can provide new insights founderstanding of international coop-
eration. First, we offer an analysis of the rationale foetise organizational forms for cooperation
in a unified theoretical framework. The most important adage of coalitions of the willing and
universal burden-sharing is their ability to avoid confaod implement the action without any dis-
sipation at all. The great advantage of agent-implemermtiggnizations is that they do not require
a long shadow of the future and do not depend on coercivetthtr@&unction.

Second, we uncover a novel rationale for delegation. Thtibaal explanation of why states
delegate relies almost exclusively on the assumption ligeagient has better information or supe-
rior expertise. Our model does not require any such asymrbetiveen the agent and the other
actors. Instead, delegation eliminates the need for caemforcement mechanisms and works
even when the shadow of the future is not long enough to reswkercive solutions effective.

Third, our model helps explain why voting takes place despié lack of external enforcement,
and how the voting rule interacts with the structure of thgaoization itself. Empirically, voting
is very common in 10s and there are considerable resourcegatkto deciding on the voting
rule?® Both are puzzling if IOs merely implemented informal ingtiibns. We show that the need
to ensure that actors truthfully reveal their preferenbesugh voting can be a major driving force
behind alternative organizational solutions to colleztaection problems. Whereas we identify two
coercive mechanisms that can promote self-enforced vaimg in this we are consistent with the
existing literature’s emphasis on endogenous enforcémeatlso identify a solution that requires
no threats. In contrast to Maggi and Morelli (2006), who were first to study the endogenous
enforcement of voting in 10s, we do not find that unanimityhie bptimal voting system within
any of the three organizational forms. Moreover, we show tia different forms have varying
pros and cons, and that there exist circumstances that nagkeo# them preferable to the other

28Zamora (1980).
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two. This helps rationalize the empirical existence oftalee types.

Fourth, these findings can shed more light on the questiorhgfstates tend to comply with in-
ternational agreements. Whereas most of the literatunerditeats compliance as epiphenomenal
(members comply because they want to and would have doneesovéthout the organization)
or attributes it to the enforcement capabilities of the argation (members comply because they
are punished if they do not), we show that it is possible tagiean institution in which neither
is the case. In the agent-implementing organization, mesnmntribute even though they would
have not done so without it, but are not punished by otherdduiating from prescribed behavior
(beyond the failure to take action, that is).

The conceptual shift toward analyzing international coapen as a phenomenon that involves,
at least in part, between-group conflict is merely one steyatd a theory of international orga-
nizations. We have abstracted away from many importantcéspé international interaction that
are highly relevant for the outcomes we observe. For ingtaihgvould be important to relax the
assumption of symmetry in resource endowments and vatuatithe action for the actors. Doing
so would introduce more interesting voting rules (e.g., stypes of weighted voting) in the de-
sign of international organizations. Another importarteesion would allow actors to make side
payments in order to “buy” votes. In addition, bringing ircegty concerns might well introduce
the need to admit veto power for some members of the colecline model is readily adaptable
to these types of extensions. In the delegated solution we &aiso ignored the possibility that
the agent might have preferences regarding the action,radding so we have not considered
the usual agency problems directly although bureaucratitigs and agency slippage are partially
reflected in the agent “fee” that members must bear for haaaogss to the agent; the more pro-
nounced these problems, the higher the sunk costs they wautlto pay, and the less attractive
the delegated solution will be. The model can be extendedrsider how agents with preferences
about the action itself can be disciplined for failing to q@ynwith the outcome of the collective
vote (e.g., by replacing it or by cutting its wage) althouglingg so would necessarily move us
back into the dynamic setting, bring the shadow of the fubaek into play.

References

Abbott, Kenneth W., and Duncan Snidal. 1998. “Why StatestAodugh Formal International
Organizations.Journal of Conflict Resolutiod2(1): 3—-32.

Aghion, Philippe, and Patrick Bolton. 2002. “Incompletectb Contracts."Journal of the Euro-
pean Economic Associatidrfl): 38—67.

Axelrod, Robert. 1984The Evolution of CooperatiorNew York: Basic Books.

Bernheim, B. Douglas, Bezalel Peleg, and Michael D. Whimsi®87. “Coalition-Proof Nash
Equilibria I. Concepts.Journal of Economic Theos2(1): 1-12.

Downs, George W., David M. Rocke, and Peter N. Barsoom. 1989naging the Evolution of
Multilateralism.”International Organizatiorb2(2): 397-419.

Evangelista, Matthew. 1990. “Cooperation Theory and Diganent Negotiations in the 1950s.”
World Politics42: 502-528.

22



Fearon, James D. 1998. “Bargaining, Enforcement, andiatemal Cooperationlhternational
Organization52(2): 269—-305.

Gilligan, Michael J. 2004. “Is There a Broader-Deeper Tr@dkin International Multilateral
Agreements.International Organizatiorb8: 459-484.

Gruber, Lloyd. 2000Ruling the World: Power Politics and the Rise of Supranaidnstitutions
Princeton: Princeton University Press.

Johns, Leslie, and B. Peter Rosendorff. 2009. “Disputde®etint, Compliance, and Domestic
Politics.” In Trade Disputes and the Dispute Settlement UnderstandinigeoVTO: An Inter-
disciplinary Assessment (Frontiers of Economics and dlehtion, Volume 6)ed. James C.
Hartigan. Bingley: Emerald Group Publishing Limited pp91+263.

Keohane, Robert O. 1984After Hegemony: Cooperation and Discord in the World Poditi
Economy Princeton: Princeton University Press.

Koremenos, Barbara, Charles Lipson, and Duncan Snidal.20be Rational Design of Interna-
tional Institutions.”International Organizatiorb5(4): 761—-799.

Larson, Deborah. 1987. “Crisis Prevention and the Aust8tate Treaty.International Organi-
zation41: 27-60.

Maggi, Giovanni, and Massimo Morelli. 2006. “Self-EnfargiVoting in International Organiza-
tions.” American Economic Revie96(4): 1137-1158.

Martin, Lisa L. 1992. “Interests, Power, and Multilatesal.” International Organizatior46:
765-792.

Martin, Lisa L., and Beth A. Simmons. 1998. “Theories and Hioal Studies of International
Institutions.”International Organizatiorb2(4): 729-757.

Oye, Kenneth. 1985. “Explaining Cooperation under Anarcihorld Politics38(1): 1-24.

Rhodes, Carolyn. 1989. “Reciprocity in Trade: The UtilifygdBargaining Strategylhternational
Organizatior43: 273-300.

Rosendorff, B. Peter. 2005. “Stability and Rigidity: Piist and Design of the WTO’s Dispute
Settlement ProcedureAmerican Political Science Revi&d9(3): 389-400.

Rosendorff, B. Peter. 2006. “Domestic Politics and Enforest of International Agreements.”
The Political Economist3(Spring-Summer): 7-13.

Rosendorff, B. Peter, and Helen V. Milner. 2001. “The Opfifasign of International Trade
Institutions: Uncertainty and Escapéiternational Organizatiorb5(4): 829-857.

Slantchev, Branislav L. 2005. “Territory and CommitmentheTConcert of Europe as Self-
Enforcing Equilibrium.”Security Studie$4(October-December): 656-606.

Snidal, Duncan. 1985. “Coordination versus Prisonersémiina: Implications for International
Cooperation.’American Political Science Reviei®: 923-42.

Stein, Arthur. 1982. “Coordination and Collaboration: Regs in an Anarchic World.Interna-
tional Organization36(2): 299-324.

Stone, Randall W. 2002Lending Credibility: The International Monetary Fund aniket Post-
Communist TransitionPrinceton: Princeton University Press.

Svolik, Milan. 2006. “Lies, Defection, and the Pattern ofdmational CooperationAmerican
Journal of Political Scienc&0(4): 909-925.

Thomson, Robert, Frans N. Stokman, Christopher H. Acheth,Tédmomas Konig, eds. 2006.he

23



European Union DecidesCambridge: Cambridge University Press.

Voeten, Erik. 2005. “The Political Origins of the UN Secwyri€ouncil's Ability to Legitimize the
Use of Force.International Organizatiorb9: 527-557.

Zamora, Stephen. 1980. “Voting in International Economigadizations.”American Journal of
International Law74(3): 566—608.

24



A Mathematical Appendix

Proof (Proposition 1). The first part of the claim is easy to see: since nobody is érpeo
contribute toward the action, no individual supporter hasaentive to contribute > 0 because
doing so would not cause the action to occur, and would thusdrely a cost. Since the action
is not going to take place, no individual opponent has anntiee to spendy > 0 to block it.
For the second claim, suppose= 1 in equilibrium. If Y > 0, then any opponent who spends
y > 0 could profit by deviating toy = 0 because the action will still be implemented, and he will
consume more privately. Thus, no opponent can be spendinig,=s 0 in that equilibrium. This
implies thatX = 6 or else any supporter could profit by spendiig< x as long asX > 6 holds.
But if X = 6, then any opponent could profit by spending some 0, no matter how small, and
derail the action. -

PROPOSITIONA.2. FixsomeQ (0 < Q < N), letx(g) = 6/q, and let

8,(Q) = (1)

4
a+&w(Q) ,

wheret(Q) = p (a —x(Q)) £(Q — 1) + Y4=4 [2p — Da — px(k + 1)] f(k). The following
strategies constitute an SPE for 8l §,,(Q) if, and only if,{,(Q) > 0 and

N-1
af(Q—1) = > x(k+1)f(k). (SC)
~——

benefit of sincerity k=0-1

cost of sincerity

In each period actors vote sincerely; if there are> Q votes in favor of the action, supporters
spendx (g) each and opponents consume privately; otherwise everyamaimes privately. If the
action ever fails when it is supposed to take place (becaose sactor who voted for it fails to
contribute or because it is blocked by opponents) or getdemented when it is not supposed
to be, actors revert to the unconditional SPE with privatesuamption. The equilibrium period

payoffisl + {w(Q). 0
Proof. Fix Q and consider thex anteper-period equilibrium payoff for some player

0-2

w)= Y fk) +[p(l+a-x(0)+1=-pD]f(Q-1)

k=0
N——
no action regardless afs vote

N-1

+ > [pl+a—x(k+ 1)+ (1 - p)1—a) fk).

k=0

action occurs only if votes in favor

action occurs regardless d$ vote
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which simplifies tou; (o) = 1 + & (Q), wherel,(Q) < a is defined in the proposition. The
equilibrium payoff from this strategy is; (o)/(1 — §).

Consider first the implementation stage. Suppose first¢hat Q so the action should take
place. Any supporter who deviates franig) will cause the action to fail, making this unprof-
itable. Furthermore, there is no need to contribute mone tiva minimum necessary to implement
it. Since this is an at-cost implementation, any opponert wmkiests against the action some
arbitrarily close to zero can derail it but then the game elert to the unconditional SPE. Doing
so would not be profitable if

s(1) Su;(0)

I—y+ s =l-a+t——
for y — 0. We can rewrite this afl — 6)a < §{(Q). The necessary condition for this inequality
to work is¢w(Q) > 0. This condition is also sufficient to ensure that there existigh enough
to satisfy the inequality. In that case ahy- §,,(Q), where the latter is defined in (1), will work.
Note in particular that + ¢, (Q) > 0, and that,,(Q) > 0 ensures that, (Q) < 1, so solutions
exist.

Suppose now that < Q so the action is not supposed to take place; ¥ 6 then the action
cannot be imposed because the supporters do not have eresaginaes to do so. Any attempt to
do so would fail and would be unprofitable. If, on the otherdhan> 6, then the (self-declared)
supporters can implement the action if they wish to (becappenents are not spending anything
against it) but doing so would result in the reversion to theamnditional SPE. This deviation will
not be profitable if: 51 5:(0)

1 u; (o
1 +a x(q)+1_8§1—l— —s5°
which we can rewrite a6l — §)(a — x(q)) < 6¢w(q). Recall now that the condition that prevents
the deviation of an opponent {§ — 8)a < 6¢w(q). Thus, if an opponent will not deviate, then
supporters certainly would not do so in the implementatioaise.

We now turn to the voting stage. Consider now a player whaketrat he opposes the action.

If he votes sincerely, then his expected payoff in this pewdl be:

0-2 N—-1
(o) = Y () fk)+ () f(Q -1+ Y (1-a)f(k)=1—a(l—F(Q -1)).
k=0 k=0

If he votes, falsely, in support of the action and then bebasa supporter (so the action gets
implemented), his payoff in this current period will be

0-2 N—-1
Y fk)+ A —a—x(@)NfQ—-D+ DY (I—a—x(k+1)f(k) <u o).
k=0 k=0

Since this deviation will not be detected (and would not Haeen punished if it had), the game
will continue as before. Thus, this deviation cannot be pabfe. Suppose he votes for the ac-
tion but then derails it. The optimal way of doing so would bgust consume privately — the
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other supporters, incorrectly expecting him to contribufe) toward the “at cost” implementa-
tion would end up withX < 6. Thus, his best possible payoff from a deviation for the entrr
period will be 1. However, this deviation is observable anllilve punished. This deviation will
not be profitable ifl +§/(1 —§) <1 —a(l — F(Q — 1)) + éu;(0)/(1 — §). This reduces to
(1 =8)a(l — F(Q —1)) < 8§&w(Q). However, sinc€l — F(Q — 1))a < a, this condition will
be satisfied whenever the condition that prevents an oppg¢wai has voted sincerely) from de-
railing the implementation. (This makes sense: an insseete will increase the probability of
having to derail the action, and thus the probability of thecdion relative to a sincere vote against
it followed by derailing.)

Finally, consider a player who learns that he supports thieraclf he votes sincerely, then his
expected payoff will be:

02 N-1
ug(0) = Y () fk)+ A +a—x(QNf(Q -1+ > (1+a—x(k+1)f(k).

If he deviates and votes insincerely and then does not dbeadction (he has no incentive to vote
insincerely and derail it), his payoff would be

0-2 N—-1
us(0) = > (k) + (M fQ—D+ Y (1+a)f(k).
k=0 k=0

Since this deviation will go undetected, the game contiragebefore. Thus, the necessary and
sufficient condition for this deviation to be unprofitable/igo) — u;(c’) > 0, or

N—-1

(a—=x(QNf@—1) =) x(k+1)f(k),

k=0
which we can rewrite as (SC). This exhausts the possibletiess and completes the proof.g
LEMMA A.1l. The optimal quota for a coalition of the willing 8,, = max6, O0*+n(p)}, where

n(p) > 0isthe smallestinteger such th@t* +n (p) satisfies the sincere voting constrain{8C).
The stepping function(p) is non-decreasing. O

Proof. Recall thatU(Q) = 1 + &, (Q) and that in SPE two constraint§) > 6 and (SC),
must be satisfied. We begin by showing that unconstrainedmizetion selects the complete
information social optimum; that i, = Q*. The payoff function will be increasing & if, and
onlyif, U(Q +1)—-U(Q) = ¢,(Q +1)—¢,(Q) > 0, and decreasing if the difference is negative.
We now obtain:

é'u(Q + 1) - gu(Q)
0

_ 4 po
(0= 5% ) F@=p(a= ) r@=n-|er-na- ] 1@

)
— (1= p)af(0) - p (a - 5) £0—1).
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Thus, .y (Q +1)—¢u(Q) >0« (1—p)af(Q) > p (a — %) f(Q —1). The latter inequality is:

N-1 o\ (N -1
(l—p)a( 0 )pQ(l—p)N‘Q‘1>p(a——) (Q_l)pg‘l(l—p)N‘Q

- a—Q/Q’
N-0
which yields
N +0/a ~

2

Thus, the payoff is strictly increasing for all < O, and strictly decreasing for af? > O, which
implies that the unconstrained optimum is@f = [Q-\ = Q*. Clearly, if6 < Q*, then the first
constraint will not be binding; otherwis€), = 6 as long as the second constraint is not binding.
We now turn to investigating the conditions under which il wi

We can rewrite (SC) as

N—-Q k
. N-ome-1t 1( » \_
= 2 ool (i5) =reo @

YIRS

Note thata /6 > 0, but since

T [ (N-0)(Q - 1) kpk=1
- ,;, [(Q RN -0 —k)!] [(1 —p)kﬂ] ~ 0

the inequality must be violated fqr sufficiently high (lim,—.,1 T(p, Q) = oo forany Q < N).
On the other hand, lipr,o T'(p, Q) = 0, and the inequality is satisfied for a.

Take nowQ, = maxQ*, 6} so that the first constraint is satisfied. Fersufficiently low
condition (SC) will be met (withe(p) = 0), but as we increasg, it must eventually fail. Since
T'(p, Q) is continuous inp, there must exist somg where (2) is satisfied with equality, so that
the condition will fail for anyp > p. We now show that it is necessary to incregseo restore the
condition. First, note thdf'(p, Q) is strictly decreasing i . SinceQ changes in discrete jumps,
we can rewritel'(p, O + 1) — T(p, Q) = D(p, Q) as:

N-Q
B (N =0 —1)I(Q - 1)! »
D(p.0) =) [(Q +k+1)!(N—Q—k)!] (1—p

k=0

k
) [0 —-(k+1)N] <O,

where the inequality follows from the fact that the first tweors in the summation are positive but
the third is negative for ank > 0.
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We now show that it is possible to satisfy (2) at> p by choosing som& > Q,. For this,
it is sufficient to establish that there exists- 0 such thatl'(p + ¢, Oy + 1) < T(p, Qu). Since
T(p,0)=T(p,0+1)— D(p, Q), we can write this as:

T(ﬁ + ¢, Qu + 1) - T(pAv Qu) = T(ﬁ + &, Qu + 1) - T(PA, Qu + 1) + D(ﬁ, QU)

But since lim_o [T(p +¢&, Qu+1)—=T(p, Qu+1)] = 0 but D(p, Q) < 0, the fact that this
difference is continuous in implies that that there exisés> 0 such thatl'(p + ¢, Oy + 1) —
T(p, Qu+1)+D(p, Qy) < O0foralle < &. In other words, (2) must be satisfiedlatp+¢, Q,+1).
Thus, the optimal quota for these valuegokill be O, + 1, orn(p) = 1. Continuing in this way,
we find that ag increasesy (p) must increase by one unit in a step-wise manner as well inetil t
guota reaches unanimity, in which case the condition wilbaigsfied regardless of the value pof
because thef’'(p, N) = 1/N < a/f. n

PROPOSITIONA.3. Fix some quota) (1 < Q < N), letx = 6/N, and let

a—+x
a+x+8(0)

wherel,(Q) = p(a—x)f(Q — 1) + [2p — Da — x] (1 — F(Q — 1)). The following strategies
constitute an SPE for any > §,(Q) if, and only if, {,(Q) > 0. In each period actors vote
sincerely; if there arey > Q votes in favor of the action, then each actor spendmd it gets
implemented, otherwise everyone consumes privatelymnésactor fails to contribute what they
are supposed to or if the action gets implemented whenQ, actors revert to the unconditional
SPE with private consumption. The equilibrium period p&igf + ¢,(Q). O

8,(0) = 3)

Proof.  Fix Q and consider the voting phase assuming that players wittitore if the quota is
met. With everyone contributing when they have to there ignoentive not to vote sincerely. If
a supporter votes against the action, it will fail if he happ&o be pivotal, and he will contribute
if it gets implemented even without his vote. Clearly suchesiation cannot be profitable. If an
opponent votes for the action, he will only cause it to be enptnted if he happens to be pivotal,
an unprofitable deviation. Thus, it is only necessary to enghat the contribution is properly
enforced.

Consider now the phase in which players have voted and therg & Q in support so the
action should take place under the equilibrium strate@asxex = 0/N, any player who fails to
contribute will derail the action. The consequences of wotiibutingx are the same regardless
of how one has voted, so we can analyze the deviation in thasgbf the stage game without
reference to the vote of the player. Itis easy to see thatdfggronent can be induced to contribute,
then a supporter will surely do so: the continuation gamdéésgame for both and the current
payoff from the equilibrium strategy is lower for the oppaheThus, it is sufficient to provide
an incentive to the opponent. If he does not contribute, thiemwill fail to take place, and the
game will revert to the non-cooperative equilibrium. If hlayer follows the equilibrium strategy
o and contributes;, the action will take place now and in every future period imah the quota
is met. To calculate the latter, we need txeanteexpected payoff to an arbitrary player (i.e., the
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expected payoff before he learns his preferences). Simcadion takes place for agy> Q, the
per-period expected payoff is:

0-2

ui(o) = Yy (Hfk) +[pl+a—x)+1=p)D]f(Q-1)

k=0

action occurs only if votes in favor
no action regardless afs vote
N-1
+ > [p(l+a)+ (1= p)(1 —a) —x] f(k),

k=0

action occurs regardless 0§ vote
which simplifies to:

N-1

ui(0) =1+ pla—x)f(Q -1+ > [2p—Da—x] f(k).
k=0

Thus, the condition for an opponent to follow the equililbnigtrategy and invest for the action

today is: 5:(0) 51

u; (o 1

—s = 'tz
which we can rewrite agu;(c) > § + (1 — d)(a + x), or 6, (Q) > (1 — §)(a + x). Since
a+x+ ,(Q) > 0, thisyields§ > § ,(Q), with § ,(Q) defined in (3).To ensure that(Q) < 1,
we require that,(Q) > 0, as stated.

Finally, we need to consider < Q when the action will not take place. Clearly, no opponent
would contribute anything if the supporters follow the didpium strategy, so we only need to
make sure that the supporters do s@. ¥ 9, then the action is beyond the combined capabilities of
the group. This deviation would result in wasted spendirgyranaction, so it cannot be profitable.
The only possibly tempting deviation is for them to implertre action, which they can do when
q > 6 (since the opponents are spending= 0). In this case, the action can take place now (with
opponents consuming privately) but the game will reverhtrivate consumption SPE from the
following period. The condition for supporters to followeih equilibrium strategy and not impose
the action today is: 5 5

f‘_(? > 1 +a—x(q)+%,
which simplifies ta5¢,(Q) > (1—68)(a — x(gq)). Since this inequality must hold for all realizations
of g < O < N and because the RHS is increasing;i{sincex(q) = 6/q is decreasing), it is
necessary that it be satisfiedjat= N. Thus, we end up withi¢,(Q) > (1 — §)(a — x). Recalling
that the condition that prevents deviation by opponend¢j6Q) > (1 — 8)(a + x), we conclude
that whenever the latter is satisfied, the supporters wilehao incentive to impose the action
either. -

l—a—x+

1+
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LEMMA A.2. The optimal quota for the universal institutiondy, = Q* regardless ofp, and is
always socially optimal eveex post O

Proof. SinceU(Q) = 1+ &,(Q), the payoff function will be increasing & if, and only if,
UQ+1)—-UQ) =0+ 1) —¢(Q) > 0, and decreasing if the difference is negative. We
now obtain:

Cu(@ + 1) —8u(Q)
= pla—x)f(Q) = pla—x)f(Q -1 +[2p—Da—x](F(Q) - F(Q—-1)
= pla—x)f(Q) = pla—x)f(Q - 1) —[2p - Da—x] f(Q)
=0 =-p)a+x)f(Q)—-pla—x)f(Q-1)

=a—pxw+m( é{%ﬂa—pﬂ“@*—ma—m(g_l

N -1 N -1
:pQ(l—P)N—Q |:(a+x)( 0 )_(a_x)<Q—1>i|
S LAV

__Pﬂﬂ—pW*%N—nq[a+x_a—x}
“lo-nw—o-n]l 0 "N-0o]

Since the first bracketed term is always positive, it folldinest

)pQ_l(l —pNe

a-+x a—x
— >
Q N-0
Solving the second inequality yields + x) N > 2a Q, which, after substituting = 6/N ends
in:

t(@+1D—-0(@)>0% 0.

N+ 06 ~
oMM _g @

Thus, ifQ < Q thenU(Q + 1) > U(Q), and the payoff function is increasing; butgf > Q
thenU(Q + 1) < U(Q), so it is decreasing. Since for ay < Q we would pickQ + 1 for a
higher payoff, it follows that the best possible payoffigat= [0 | = 0*. -

LEMMA A.3. The expected payoff in both institutions is the same undeséime quota, and is
strictly better under universal burden-sharing when théropl quotas differ. O

Proof. We first establish that the payoffs are the same when the aptjootas are the sam. We
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need to show that,(Q) = Uu(Q) & {w(Q) = {u(Q). We can rewrite this equation as:

0 b+ S [ep—nae- 2] sa
p(a—é)f(Q—)+k§[(p—)a—m]f()

0 i 0
= (a— N) f@=1 +k; [(zp— 1)a—ﬁ] fb),

which simplifies to:

N-1

> (v-10) 10 =r(5-) 1@ ©)

k=0

We need to prove (5) for an arbitray, which we now do by induction. First, we show that it
holds forQ = N. Since the summation term is zero (the lower bound exceedsgper bound),
it is sufficient to show that the right-hand side is zero too:

p(y-y) @ -n=o

For the inductive step, assume that (5) holds for sgme 1. We now prove that the claim holds
for O — 1 as well. Rewriting the claim aP — 1 yields:

N-1

1 ~ 1 p
p(Q—l_N)f(Q_z)_k:ZQ_I(N k+1)f(k)
(1 1 N-1 » .
~(3-L)re-n+ X (3-55) o

—(L_2)fp0- LoD ro-
~(x-5)r@-v+r(5-7)r@-
~(52) e -

Using the definition of the probability mass function, we cewrite this as:
1 1 N —1 1 N —1
- = 0-1¢1 _ \N-0+1 _ [ © 0-1.1 _ ,\N-0+1
(Q_l N)<Q_2)p (I-p) (N)(Q_l)p (1-p)
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which, after canceling the probability terms on both sigesids

[N—Q+1H (N —1)! }_(i)[ (N —1)! ]
NQO-1 [L@=-D(N-0+D!] \NJL(Q-DUN —0O)!

andsincgN —-Q+1)!'=(N-Q+1)(N-0)!,and(Q —1)(Q —2)! = (Q —1)!, cancellations
on both sides yield

1 1

(Q-DIN-0)!  (2-DIN-Q)

so the claim holds aP — 1. By induction, it must hold foralp = 1,2,..., N.

Turning to the second part of the claim, recall from Lemma #hadt the social optimung*
can be supported in a coalition of the willing whenever thst@nd sincerity constraints do not
bind. Since this is the equilibrium quota for universal mesharing, the first part of this lemma
immediately implies that actors will be indifferent betwebe two in these circumstances. Sincein
all other situations the coalition of the willing requireg@ota that is worse than the unconstrained
social optimum but universal burden-sharing does not, libies that the latter must be strictly
better. -

LEMMA A4, If Oy = Q*, thend ,(Q*) > §,,(Ow)- O

Proof.  Observe that ,(0*) > §,(Qw) © &w(Qw) > (3%) Lu(Q*), wherex = 6/N. If
Ow = 0%, then,(Q*) = &, (Q*) by Lemma A.3, which immediately implies that the inequality
holds. Thus, in these situations the discount factor reguio sustain the universal burden-sharing
is strictly higher than what is required to sustain a caatitf the willing. n

Proof (Proposition 4). Consider first the continuation game after the vote. Whentneeagent
invests toward the action, it will succeed becawg@?) ensures that any groups of opponents at
q > Q does not have enough resources left to derail it (even thseugporters consume privately).
If ¢ < Q, the agent reimburses the players. Since everyone is ca@sspnvately, no supporter
can benefit by deviating and attempting to implement theoactiThus, neither opponents nor
supporters have an incentive to deviate after the vote.

We now examine the voting stage given that the continuationegafter the vote will be played
according to the equilibrium strategies. Consider a playey learns that he is an opponent. If he
votes sincerely, the action will be implemented if theregare O supporters among the remaining
N — 1 players. If, on the other hand, he votes insincerely in stpgfdhe action, the agent would
implement it when there age> Q — 1 supporters among the remaining players. Since the player
would not be able to block the action whenever implememat@ttempted, this deviation simply
increases the likelihood of implementation and decredsebkelihood that he will get back some
of his payment to the agent, making him strictly worse off.

Consider now a player who learns that he is a supporter. Ibkeswsincerely, the action will be
implemented if there arg > Q — 1 supporters among the remaining players, and his payoffadvoul
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be:
N-1 N-1

(1—w)f(k)+ Y (-x(Q) +a)fk)=1-w+(@—%(Q) > [f(k). (6)
k=0-1 k=0-1

U, =

™M

If he deviates and votes against the action, then the agdrtteimpt implementation when there
areq > Q supporters among the remaining players. Since he will nem éry to implement the
action with fewer votes, there is no point in the supportemsiing anything toward it. Since the
action will succeed in all other cases, his payoff will signpé:

-1 N-—1 N-—-1
U, = Z(l —w) f(k)+ D> (1 =x(Q) +a) f(k) =1—w+ (a—£(Q)) Y_ f(k) < Us,
k=0 k=0 k=0

making this deviation unprofitable. Thus, any supporterdiast incentives to vote sincerely as
well. [

LEMMA A.5. There exists a uniqu@,(w, p), which maximizes the delegation payoff. Moreover,
this optimal quota is non-decreasing jin o

Proof. Delegating withQ means that every player contributeg Q), votes sincerely after ob-
serving his preference, and consumes privately. The ageminits the resources toward the action
if there areg > Q supporting votes and reimburses the players (net his féeywise. The ex-
pected payoff to an opponent from a sincere vote is:

N-1

0—-1 N-1
Up=Y (I—w)fk)+ > (I—xo—a)fk)=1—w—(@+£(Q) Y _ fk). (7
k=0 k=0 k=0

where we used (NBC) to obtain
_(I=w)(N-0)+10
N 2N —Q

Thatis,x(Q) = x¢(Q) — w is the portion of the contribution that can be used for impatation.
For any agreed-upo@, theex anteexpected payoff to playeris:

xo(Q) —w

x(Q).

N—-1
Ua=p {l—wﬂa—ﬁ(Q)) > f(k)}

k=0-1

N-—-1
+(1-p) [1 —w—(a+£(0) Y. f(k)}

k=0
N-1

= l—w+pla—FONS(Q—1)+[2p—a—320)]Y fk). 8)
k=0
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where we used (6) for the payoff in case he turns out to be assteywith probabilityp), (7) for
the payoff in case he turns out to be an opponent (with prdibabbi— p). To see how/, changes
with Q, note that:

Us(Q +1) = Us(Q) = (1 = p)[a + X(Q + 1)] f(Q)

N-1

—pla—%(Q)] f(Q -1 +[R(Q)—2(Q + D] Y_ f(k)
k=0

or, withy(Q) = x(Q) —X(Q + 1), andf(Q) = a(N —20) + Nx(Q + 1) + 9y (Q),

N —1)!
o or )Q)']pg(l e

+V(Q)Z [k'(N k),]pk(l—p)N‘l‘k,

— £(0) [

where we note that a W0
— w —
V@)= —oan —o-1n "

Thus,Ux(Q + 1) — Ua(Q) = 01if, and only if,

(N —1)! ]
QI(N — 0)!

B(0) [ p2(1—p)N?

&1 (V=1
10 3 v |- 20

or, after dividing both sides bgv — 1)! p2(1 — p)V =2, if, and only if,

Q) 7] ! p \°
o] —p]k:ZQ oo (755)

We re-index the summation term and multiply both sidegldyN — Q)! to obtain:

0.

AV

N-1-0

y(Q) QN — Q)! P\ >
ﬂ(Q”[ p] 2 [(Q+i)!(N—1—Q—i)!](l—p) =0

i=0

Using the definition of8(Q), and dividing both sides b, we can rewrite this as:

aN + (N — Q)20 +1)
0

+ X(0Q)

N-1-0

y(Q) ] [ Q!(N - Q)! ]( P )"
+[Q(1—p) 2 oo -1-0-n\i-;

35

AV

2a. (9)



Observe now that all three terms on the left-hand side ofiti@iguality are positive. Furthermore,
at Q0 = 1the left-hand side is strictly larger because it reduces\@lus three non-negative terms
andN > 2. Thus, atQ = 1, the difference is strictly positive, so the payoff functis increasing.
We now prove that the function is concave. For this, we ongdn® show that the left-hand side
of (9) (which is essentially the first derivative b}) is decreasing irQ. First, note that

£(0) = (1—w)y(N-0)+86 N di(Q) 0-(10—-w)N
B 2N -0 do (N -Q)?
where the inequality follows fronw < w. This means that the first two terms on the left-hand

side of (9) are decreasing @. If Q > N — 1, then the third term is zero, and the claim holds.
Consider therD < N — 1. We now wish to show that the third term decreases as wellinget

1\ RE Q!(N - 0)! Y
D@”‘Q—p){Q] 2:[@+JNN—1—Q—W]G—p)’

i=0

we note thatD(Q + 1) — D(Q) < 0if, and only if,

< 0,

N_I_X(:QH) y(Q + D(Q + DN — (Q + 1))!
OQ+D)(Q+14+i)(N=1—(Q+1)—i)!

y(0)O!(N — Q)! }( p)i

i=0

QO +DNN—-1-0—i)|\1=p
_[memN—Qﬂ](17)”+@<o
Q(N —1)! 1—p ’

Since the second term is positive but is being subtractedingquality must hold whenever the
summation is negative. Simplifying the summation, thisuiegment becomes:

N—1—z(:Q+1)( P )i |: O!(N —(Q +1))! ]
1=p) LQ+DUN—1-(Q+ D=0

i=0
X[WQ+D_ WQW+Q)]<O
O+1+i OQON-1-Q-1) ’
and since the first two multiplicative terms in this summatere positive, the inequality will

certainly hold if the third term is negative. But since thestfierm in that expression is decreasing
in i while the second one is increasing, it is sufficient to shaat the inequality holds at= 0, or

that
y(Q+1)  y(QW-0)
0+1 QIN-1-0)
because if this is true, then the term above will be negatveafy: > 0 as well. Rearranging
terms gives us:

< 0,

OWN —1-=0)[y(Q +1) —y(Q)] <y(Q)N.
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Using the definition ofy(Q), dividing both sides byl — w)N — 6, and multiplying them by
2N — Q — 1 gives us:

1 1 N
Q(N_l_Q)(ZN—Q—z_zN—Q)<2N—Q’

which, after simplifying and multiplying both sides By — Q, yields:
20(N—-1-0) < NQN — Q0 —2)

or, after adding and subtractif@/N on the right-hand side and re-arranging terms,

2(N — Q) <2(N - 0)* + ON,

which simply reduces to
0<2(N-0Q)(N-0—-1)+ON,

which holds because we have been considering the caseQvthN — 1. Thus, all three terms
on the left-hand side of (9) are decreasingdnWe conclude that the payoff function is concave,
which implies that it has a unique maximizer, which we der@féw, p). (Itis the smallest integer
for which the left-hand side of (9) is less than the rightdharde.) It is immediate that the optimal
quota must b&,(w, p) = min(Q*(w, p), Q). Finding this quota numerically is straightforward:
itis the smallest integer such that the left-hand side ofs(Bss than the right-hand side (the payoff
from the next quota higher up is strictly smaller).

We finally show thatD,(w, p) is non-decreasing ip. Since only the interior solution depends
on p, we only need to prove the claim f@r; (w, p). From the FOC given by (9), it is sufficient to
show that the summation term (the only one involvpigs increasing inp. Taking the derivative
of that term with respect tp produces

1O)'S [ o= [ (1 +5) >
[Q 2 oo —1-o-nla= ) 1+5) 70

so the claim holds. To see why this is so, fix somand consider the optimum@ (w, p), which

is the smallest integer for which the left-hand side of (dewss than the right-hand side (that is,
increasing the quota would make the payoff worse). If insirggp causes the left-hand side to
increase, it will eventually exceed the right-hand sidestamep > p. But thenQ} (w, p) will no
longer be the smallest integer that makes the left-handesgehan the right-hand side (i.e., it will
no longer be optimal). Since the left-hand side is decreasi), the requirement for optimality
can be restored by increasing the quot®th(w, p) = QX (w, p) + 1, which will make the left-
hand side less than the right-hand side again. Continuitiysrmanner, we see that increasing
causes the quota to increase in step-wise fashion untiddhes the ceiling . n

Proof (Proposition 5). Note nowthatlim_,, Uy = 1 —w+a—x(Q,). This s strictly preferable
to private consumption whenever this is greater than 1 ftar, garranging terms, wheneveN +
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(a—1)(N — Q) > wN + 6. SinceN > Q,anda — 1 > 0, the second term on the left-hand
side is non-negative at the optimum quota. It then followat this sufficient to establish that
aN > wN + 6 holds. Since the right-hand side is increasinginwe only need to establish the
claim atw, where it reduces toN > wN + 0 = N < a > 1, which holds. -

Proof (Proposition 6). Since the strategies are unconditional, deviation doesffett future
play, and the discount factor is irrelevant. The only pdggbofitable deviation is therefore limited

to the stage-game. Since delegation withis preferable to private consumption and the strategies
from Proposition 4 specify an equilibrium in the stage-gantesuch deviation exists. n
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