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Overview We now know that asymmetric information can be a seriouslprotthat
may lead to war between rational opponents who otherwisethi& status quo. We
now study some tactics that are designed to deal with thésenational problems.
We know that asymmetric information can cause conflict whaggrs try to bluff
and exploit the uncertainty of the their opponents. We asothat tough opponents
may suffer from inability to separate themselves from wea&so We now study
ways that such credible signaling can be achieved. We alsly stays of eliciting
information from strategically-savvy opponents.




We have seen the consequences of incomplete informatiartionaWar cannot
occur in the subgame perfect equilibria of the escalationegaith complete infor-
mation. If the challenger is weak, he never escalates tisesdyecause he knows
that he will be compelled to capitulate by the resisting ddés. If the challenger is
tough, then the defender capitulates, and deterrence failsny case, war cannot
occur.

The situation changed quite dramatically once we introdube possibility that
the defender may be unsure whether the challenger is tougjeat. The pooling
sequential equilibrium that exists when the defender besi¢hat the challenger is
very likely to be tough is similar to the subgame perfect Bioyium in which the
defender always capitulates. The probability of war is ({@geero. However, when
the defender is more optimistic, the only semi-separateguential equilibrium
that exists predicts a non-zero chance of war even thougplalers prefer the
status quo to fighting.

The problem is the presenceadymmetric information: the challenger knows
something that the defender does not. A tough challengeldweally like to reveal
his type to the defender because this would convince the kattapitulate, and war
would be avoided. However, if the defender believed evaaiestent about tough-
ness, then even weak challengers would make such statearghisscalate. Of
course, the defender cannot allow just anybody to win suafrgotations because
she knows that if she resists the weak challenger, she wotdd him to capitulate
without the danger of war.

In the following series of models, we shall take the basiéguences as they were
in the games we have already analyzed, and we shall then rpakepaiate mod-
ifications as necessary. To keep things straight, recallgheh player (regardless
of type) obtains a payoff dd from the status qua,0 from victory (the opponent’s
capitulation), and-10 from defeat (his own capitulation). The difference is in the
payoffs from war, which vary depending on the player's owpetyand the type of
his opponent. We have already seen the cases in which tHerodpel faces a weak
defender. The cases in which a challenger faces a toughagfesill be symmetric.
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Figure 1: The Type-Contingent War Payoffs.

The payoff matrix in Figure 1 shows the war payoff for eachetygb challenger
matched against each type of defender (and vice versa). enfimber is the
challenger’s payoff, and the second number is the defemg@ayoff. For instance,
the weak challenger will get a war payoff efl 2 if his opponent is weak and15
if she is tough. Analogously, a tough defender will get a wayqif of —1 if her
opponent is weak and5 if he is tough.



1 Costly Signaling and Signal Jamming

The potential for weak challengers to exploit the uncetyasauses the defender to
risk war in order to deter them, producing exactly the oute@tough challenger
would wish to avoid. In such a situation, itis in the interedboth parties that tough
challengers identify themselves beyond doubt; that is ttiey separate themselves
from weak ones. How can orsggnal such information credibly? That is, how can
one reveal such knowledge and be believed? Talk is cheap.

It should be clear from the model that the only way to do thisyigloing some-
thing that a weak challenger would not t&scalation carries the risk of war which
is less painful to the tough type than the weak type. Thisesigely why the weak
type does not simply mimic the behavior of the tough one: ttagsdangerous to do
so. If the tough challenger could do something that the weekweould under no
circumstances want to do, he could convince the defendesatitength.

As we have seen, escalation by itself is not quite sufficientfean revelation
(recall that the game does not have any separating eqajlibecause the weak
challenger’s strategy is designed precisely to confush distinctions. A strategy
whose goal is to make inferences imprecise is calgiolal jamming, and typically
involves a mixed strategy.

1.1 Sinking Costs

To overcome the consequences of signal jamming, the towagleager must under-
take an action that the weak one would not want to mimic witkitp@ probability
even if doing so yields the best outcome. Think about it trag.vEuppose the tough
type did find a way to convince the defender of his strengthalng an actiorr.

In this case, the defender is guaranteed to capitulate, agiwe know, is the best
possible outcome for the challenger. The acttamust be such, however, that the
weak type would not want to takeeven if doing so would produce capitulation by
the defenderOtherwise, as we have already seen in the escalation exathete
will be no separating equilibria.

The only way to convey information credibly in such instandg through an
action that is simply too costly or too dangerous for the wigple to take. To see
how this works, suppose escalating is costly: the challemgest marshal resources,
probably put the forces on full alert, perhaps begin moaiian of troops, all of
which are extremely costly activities by themselves andeydisruption they cause

10r could not do. For example, an unambiguous revelation péloiity. Israel paint-bombed
the Aswan Dam during the Yom Kipur War, which unambiguouglyealed capability to destroy
it (which would have resulted in flooding the entire Nile egliwith its millions of civilians). The
signal is unambiguous because it simply cannot be imitajedrbair-force that cannot actually
destroy the dam. This, however, is quite rare: nations awallysloath to reveal their capabilities
because alerting the opponent to them without actuallygusiem in war simply gives the opponent
a chance to come up with a counter-strategy.
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in civilian life, economic production, transportation,dagso on. Let the cost of
escalation bé units for the tough type, antl units for the weak type. Figure 2
shows the modified game, where the costs of escalation havedobtracted from
all payoffs of the challenger except the status quo.
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Figure 2: Costly Escalation Game with Incomplete Informatio

This game is much easier to solve than the previous versi@b&tfin with the
backward induction. As before, the weak challenger nevacks at his last node
because the payoff fromis —23, which is worse than the payoff froma, which
is —21. The tough challenger, on the other hand, always attacks dast node
because the payoff from is —6 which is strictly better than the payoff froma,
which is—15. Thus, introducing the costs of escalation has not charfygeddsic
distinction between the two types. Tough challengersgatilio war, and weak ones
still capitulate.

Figure 3 shows the simplified game tree of this situation. e last infor-
mation sets for the challenger have been replaced with theffsafor the corre-
sponding outcome that would result when each type takesptiimal action at his
information set.

The optimal action for the defender depends on whether die/bg her oppo-
nent is tough or weak. If the defender is sure that the chgdéleis tough £ = 1),
then she would not resist because yields a payoff of—10, while r yields a pay-
off of —15. If, on the other hand, the defender is sure that the chadleisgveak
(x = 0), then she would choose to resist because playipglds a payoff ofl10,
while ~r yields a payoff of—~10. Thus, just like in the previous game, the sequen-
tially rational strategy for the defender critically depgsnon her belief about the
type of opponent she is facing.

However, this is where the similarities between the twoaditins end. Consider
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Figure 3: Simplified Costly Escalation Game with Incomplet®imation.

the choice to escalate by the weak challenger. If he choosesdalate, then he
would get—21 if the defender resists, andl if the defender does not resist. How-
ever, if the weak challenger chooses not to escalate, hedvwgmilthe status quo
payoff of 0. But this payoff is strictly better than anything the weak l&veger
could ever hope to get by escalating regardless of the defsnagsponse. Thus, it
can never be rational for the weak challenger to escalatn #the defender be-
lieved that the challenger was tough and did not resist, #xakvwhallenger would
still do worse by escalating.

The action~e strictly dominatesthe actiore for the weak type because it yields
an expected payoff that is strictly larger regardless ofations of the defender.
Consequently can never be used in equilibrium because it is never a bgximes
to anything the other player might do. Hence, in any seqakaguilibrium, the
weak type would play-e for sure.

Consider now the tough type’s decision. If he chooses he would get zero
from the status quo. If he choosesthen, because the weak type always chooses
~e, the defender will update to = 1; that is, the defender will become convinced
that his opponent is tough. The best response to this bslief¢apitulate, and so
the tough challenger would get a payoffufwhich is strictly better than the payoff
from not escalating. Hence, escalating is optimal for thugkotype.

We conclude that the profilg1, 0), 0) is the uniquesepar ating sequential equi-
librium of this gamé& The tough challenger escalates and fights if resisted, the

2We could still obtain the pooling equilibrium in which no tyscalates but this would still
require the strange off-the-path belief tiHainfers that her opponent is weak upon seeing escalation.
In this instance, this belief is even less plausible bectardbe weak challenger escalation is strictly
dominated, and as such worse than non-escalation regauafl®ss beliefs.



weak challenger never escalates and backs down if resestddhe defender capit-
ulates when challenged. The outcome is that weak challsrsgeralways deterred,
and tough ones are never deterred. However, the probadiivisar is zero in equi-
librium.

Why is this different result? As we have seen, the strategyhefweak and
tough challenger at the last stage of the game remains the, sard so does the
defender’s strategy. However, for some reason, the wedleolgars do not attempt
signal jamming, and consequently the tough ones can reveaigelves fully by
escalating. The reason this could happen in this game bunribé previous one
has to do with the relative costs of escalation for weak andhdypes. Although
escalation is costly for both, it is far costlier for the wegke. In fact, it is so
costly for him, that he would rather live with the status goart escalate even if the
defender were sure to capitulate.

Clearly then, incomplete information is not a sufficient cdiod for war. The
problems it produces can be overcomedogtly signaling. Signaling is credible
when it is costly precisely because it is only in the intei&sthe tough type to
engage in it. Weak types can never benefit from mimicry of tgh types, and
so they reveal themselves by their silence. We have, thegimund how a player
can reveal private information in a credible way: by engggman action that is
excessively costly for others to imitate.

It is worth asking what would happen if the signal is costtiethe weak chal-
lenger than the tough one but not as costly as we assumed.aboyarticular,
what if it does not make non-escalation a strictly domindrategy. To see that
the benefit of costly signaling will persist in the scenatei's analyze the game
assuming that the cost is stillfor the tough type but is now for the weak type.
Figure 4 shows the modified game. It is the same as Figure ettt we have
now subtracted instead ofl 1 from all payoffs of the weak challenger following
escalation.

Again, the challenger will fight if weak and will capitulateéough when resisted,
which gives us the simplified version of the game in Figure Be @efender will

3You have seen many examples of costly signaling in your &en if you did not realize it.
Consider the quality of new cars. You are likely to have faslexformation about the quality of
a car you are thinking of buying than its manufacturer. Inishe manufacturer’s best interest to
convince you that his car is good and charge more for it, butdsea credibility problem because
every manufacturer would make such claims. The manufactordd then offer you a warranty as
a signal. If the car is really good, it is unlikely to break dow 10 years, but if it is a lemon, it
is very likely to break down in half that time. The manufaetuof the good car can offer you a
10-year warranty because he knows that he is highly unlitelyave to make any repairs during
that period. The manufacturer of the lemon finds such a wirtao costly because he knows that
he will be forced to honor it frequently as your car develdpgroblems. Therefore, he will only
offer you a 2-year warranty. Thus, the length of the warramty costly signal of the confidence the
manufacturer has in his car, and it is credible.
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Figure 4: Less Costly Escalation Game with Incomplete Insiram.

prefer to resist if there’s a high enough probability tha thallenger is weak:
Up(r) > Up(~r) & x(—15) + (1 — x)(10) > —10 & 20 > 25x < x < 0.80,

that is we have precisely the same best-respons®fas before. Unfortunately,
not escalating is no longer strictly dominant for the chadler because now it is
possible to profit relative to the status quo if the defendheugl capitulate (this
gives the weak type a payoff 8. Hence, the weak type will escalate if

Uc, () > Uc,, (~e) & q(—17)+ (1 —¢g)(3) >0 & 3> 209 & g < 3.

whereg is the probability thatD will resist.

This game will have the pooling equilibrium with escalataord the semi-separating
equilibrium with bluffing. So, let’s see when pooling can pap. Since both types
escalating for sure, the defender learns nothing new fragrattt, sox = p. He will
therefore capitulate for sure jif > 0.80, which in turn rationalizes the challenger’s
strategy. The game with sunk costs does not differ from teeclescalation game in
that respect. Consider now the equilibrium in which the @rajer always escalates
when tough and escalates with probabifityvhen weak. Because the weak type is
willing to randomize, he must be indifferent between hisepstrategies. This im-
plies thaty = 3/»0 or else he would strictly prefer one of them. This, in turname
that the defender must be randomizing in equilibrium as vegltl because this is
only possible when: = 0.80, the challenger’s mixing must induce this posterior
belief. By Bayes rule, the posterior belief is defined as:

‘= p(1)
p()+(0~-p)B

A
4(1—-p)’

= 0.80 = g* =
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Figure 5: Simplified Less Costly Escalation Game with Incatglnformation.

that is, this is the same as before. Sinking costs has haduddlgono effect on
equilibrium behavior of the challenger compared to theinagame. However, it
has had an effect on the behavior of the defender. Observehaihe probability
that he will resist a challenge és= 3/»0, Which is strictlylessthan the correspond-
ing probability in the original game, where we found it to g This implies that
the probability of war in this game is alsower. In fact, it is now:

Pr(War) = p(1)(3/20) = (3/20) p,

thatis, itis abouthree timedower at any given value gf. Why is the defender less
likely to resist in the new game even though the weak chadlerggjust as likely to
bluff as before? This appears a really odd result: the actitime challenger hasot
affected the defender’s beliefs at all relative to the oiddjgame. Think about what
costly escalation does to the weak challenger though: Isedéwe expected payoff
from escalation is now strictly worse than in the originahga(it is that payoff
minus the cost of escalation), it follows that the only reasoweak challenger
might escalate in equilibrium is when the probability tHs tlefender resists such
escalation is correspondingly lower or else the overalbffayill be strictly worse.
To see that, observe that if the defender resisted with pititya!/>, then escalation
would yield the weak challenger a payoff &k(—17) + 1/(3) = —7, which is
strictly worse than staying with the status quo. With costgnaling, it must be the
case, therefore, that the defender is less likely to resist.

The crucial point here, however, is thaten though the defender is less likely to
resist, the weak challenger is not more likely to bldfhis is now the real effect of
the costly signal: it deters bluffs in situations where tteakchallenger would have
escalated in the original game for sure: ang (3/0, 1/2). Why is the weak type
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unwilling to bluff more often despite a chance of victoryttiganearly twice as high
as before? Because obtaining it is still costly. Conversagahse the weak type is
not going to react to a lower probability of resistance byleiting it with increased
bluffs, the defender can “relax” and resist less often. Taedht to the defender
here is that doing so is less likely to cause war should th@wg@pt turn out to be
committed. The upshot of all this is thiéie tough type benefits substantialyative
to the original game, also because the defender is lesy tikeésist. Hence, costly
signaling does benefit the tough challenger and it does edithecprobability of war
even when it does not fully reveal the information.

Notice that in both cases we analyzed here, costly escaldties not change he
actual commitment of the challenger: the weak type will gtiefer to capitulate,
and the tough type will still prefer to fight when resisted.tuitively, this is so
because the cost of escalation must be paid regardless ofitbeme of the crisis,
and as such represents a typesohk cost:once paid, these costs should have no
bearing on subsequent behavior of a rational player. Whatevdoes at this point
will not undo the payment of these costs, and as such theynailinfluence his
actions. What matters here, however, is the willingness totpase costs: it is
precisely this willingness that can help the tough type atugormation about its
commitment. Yes, it may be imperfect, as we saw in the secramhple, but it is
still better than nothing. Unfortunately, this tactic doeghing to improve the lot
of the weak challenger: his lack of resolve is still a critipeoblem. We now turn
to tactics that the challenger can use that can even benfif he is weak.

1.2 Tying Hands

Recall now that in the example in Figure 2, the costs of esoalatre paid re-
gardless of the outcome of the crisis. We call thesek costsand note that by
themselves they do not alter the credibility of the challrgythreat to fight: the
tough one still prefers war to capitulation and the weak ditlgogefers capitulation
to war. The crucial point is that the costly action changesrtnking of the vic-
tory and status quo payoffs for the weak type and makes vyistoicostly that it is
unattractive relative to the status quo even if assureadteSanly a tough challenger
can benefit from such a costly victory, escalation becomesdilie signal of his
type.

Observe that the crucial problem with the credibility of theeat to fight remains
intact. We now study a way in which a challenger can rearr&mgewn incentives
and change that. In other words, we now study how a weak cigdtecarestablish
a credible commitment to go to war here are basically two ways he can do this:
he can either eliminate his choice of going to war altogeftimirn the bridge”) or
he can rearrange his incentives by manipulating his payaodfe war and peace.
The general rubric for these tactics is “tying hands” in teese that the challenger
can establish a credible commitment to fight by tying his Isartbat is, making



it impossible or exceedingly difficult to capitulate aftexihg resisted. The tough
challenger does not need to tie his hands because his tlordight is credible
already. We shall talk about the burning-bridges tactic mrendetail next time.
Right now, we focus on manipulating one’s own incentives tbtfig

The fundamental problem with the weak challenger’s thiefght when resisted
is that his payoff from peace exceeds the payoff from war.r&lage at least two
ways he may try to change that. He can reduce the payoff frameegentil it
becomes worse than the payoff from war or he can increaseayaffrom war
until it becomes better than the payoff from peace. Eithey, Wee relative ranking
of the two outcomes will change, making the threat to fightlitre in the process.

1.2.1 Audience Costs

Consider the first tactic: making peace through capitulatimnse. One way a
leader can do that is by making a public promise not to backndaten resisted.
This puts the nation’s honor and credibility on the line. éf déapitulates after hav-
ing publicly committed not to, then the nation will suffeptbmatic humiliation,
the hollowness of its promises and threats would be expdsadallies would be
alienated, and her enemies would be encouraged to probartbef weaknesses.
In other words, the nation would have to pay coster and abovehe costs of
relinquishing the good in this particular crisis.
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Figure 6: Escalation with Audience Costs.

There are two types of costs here, depending on the audieatierposes them.
First, there’s the international audience that consiststér states, international
organizations, and perhaps non-state actors (e.g., Eisuog terrorist groups). If
your allies decide you are weak, they may abandon you. If gpemies decide you
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are weak, they may bully you. THess of reputatiorcan be a major cost imposed
by the international audience.

Second, there’s the domestic audience that consists of @wai citizenry or
powerful elites. In a democracy, the fate of the leader isd#etin elections (the
electorate). In an autocracy, the fate of the leader is @eciy a much smaller
group of important people, e.g., military generals or heafdsecret police (the
selectorate). In either case, if the leader displeasesgtnmembers of the groups
on which he depends for retaining power, he will be removethfoffice and may
even suffer additional penalties (autocrats often fotfeir lives with their office).
Since capitulation is likely to be perceived as detrimetdathe national interest
by these domestic audiences, the leader will have to sufésetiomestic political
audience costs

Whether audience costs are domestic or international, takeciger only pays
them if he fails to follow through on his public threat to i&silf these costs are
sufficiently high, they may make capitulation so unpalaabht even a weak chal-
lenger will prefer to go to war rather than suffer them. Coesmmur original escala-
tion game and suppose that escalation incurs audienceatests The capitulation
payoff is now—16 for the challenger regardless of type, as shown in Figure 6.
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Figure 7: The Pruned Escalation Game with Audience Costs.

Observe that audience costs do not change the credibilitheotough type’s
commitment: war is still preferable to capitulationl( > —16). However, they do
change the commitment of the weak type for war is now prefertbcapitulation

for him as well 12 > —16). Subgame perfection requires that the challenger now

attack regardless of type, yielding the simplified game iindagure 7
The defender’s choice now becomes very simple: since agsistwill lead to
certain war (and a payoff 6f12 at best and-15 at worst), she will opt for capitula-
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tion (a payoff of—10) regardless of her belief. Therefore, the game has a unique
pooling equilibrium in which both types of challenger estaland the defender
backs down (the crisis is peacefully resolved). Whereastthtegic dynamic is the
same as in the pooling equilibrium of the original game, trie does not depend
on the prior belief. Recall that in the original setup, theilgium only worked

if the defender was sufficiently pessimistig & 0.8). This equilibrium works no
matter her prior beliefs are. This is because the public chment ties the weak
type’s hands and he becomes certain to go to war. Since tgé type is certain
to do that to begin with, from the defender’s perspectivedlly does not matter
whether he is weak or tough anymore: resistance leads @icevar. The rational
response is to back down even if she is positive the challaagesak. In this way,
incurring domestic audience costs @aeate a credible commitmeaven where no
such commitment existed before.

Many people have argued that in democracies, with theirlaeglections, the
citizens can keep the leaders on a tighter leash than inragies. Thus, the logic
goes, democratic leaders can incur higher audience caststhocrats. This makes
public commitments by democratic leaders much more credihen a democratic
leader says the country is committed to a war, the statemiérgresumably carry
more weight compared to one made by an autocrat. Since deniesrare better
able to generate these audience costs, they can signaihtiesit better than autoc-
racies. Democracies will therefore tend to bluff less anhdtfigore often when re-
sisted. In particular, crises between two democracieslghmiextremely unlikely
to end in war because both sides can credibly reveal thed. tidence, this is one
explanation for thelemocratic peacehe interesting, if relatively recent, empirical
phenomenon that democracies seldom, if ever, go to war wighemother.

Before we rush to the conclusion that domestic audience emsta good sig-
naling device (or accept the rationale for the democratacpg | should note four
things. First, the mechanism requires audience costs thke peace worse than
war. Given the enormous destructiveness of war, this assommay be very hard
to stomach. While it is true that perhaps the leaders (who doownally go to
fight themselves or often don't even send their children thtfig the wars they
start) do not suffer the same costs of war as the citizeng @ostill a demanding
assumption.

Second, the challenger must tie his hands in a publicly oabér way that the
defender can see and understand. If this were not the casefytim the defender’s
perspective the weak challenger would still be expectecaptalate, so she will
resist (depending on her beliefs) causing war by mistake ifBlat's the case, the
weak challenger would not want to tie his hands: it would beless. While the
public statement of the commitment is often deemed suffi¢mrthe defender to
hear and understand it, it's not at all certain that an aatogho is accustomed to
one type of political system can readily believe that a dewmtacleader is subject
to a very different set of constraints. In other words, ametat may disbelieve a
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totally sincere and real commitment anyway. This meansalggmocratic leader
who ties his hands may suddenly find himself at war anyway usscthe opponent
simply ignored the public commitment.

Third, if public threats engage one’s honor, they may alsgage the opponent’s
honor. In other words, by publicly threatening to fight if thigponent does not ca-
pitulate, one may very well back the opponent into a corranfwhich she cannot
retreat without losing face herself. Such a public threatlzzckfire badly for it can
then create a stand-off in which the two sides would rathét filgan negotiate. This
is an undesirable outcome, especially when they may havedydered the crisis
preferring to capitulate (in private). This lock-in can bdangerous consequence
of attempts to establish a credible commitment.

Fourth, incurring audience costs may not always work. Sseptor example,
that the defender is tough (she prefers war to capitulagad)that this is common
knowledge. (The war payoffs are listed in Figure 1.) Thigabn is depicted in
Figure 8.
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Figure 8: Escalation with Audience Costs and a Tough Defender

We begin with the challenger’s last decision to attack. &iascalation incurs
audience costs, capitulating in the face of resistance astnactive and the chal-
lenger will attack regardless of type (audience costs hamawitted even the weak
challenger to a war against a tough defender). Subgamecpierféehen allows us
to simplify the game as shown in Figure 9.

Turning now to the defender’s decision, observe that if €sests, her payoff is
always greater than what she obtains from capitulatingnelfipponent is tough, she
gets—5 > —10 and if he is weak, she getsl > —10. This means that resistance
is strictly dominant and is therefore sequentially ratiorgardless of her belief.
This implies that in every equilibrium the only possiblepesse by the defender
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Figure 9: The Pruned Escalation Game with Audience Costs andgh Defender.

is to resist with certainty. Knowing this the challengerlwiéver escalate because
even the tough type prefers the status quo to war. To seenthtis,simply that the
status quo payoff for the challenger(sand the war payoff is-5 for the tough
type and—15 for the weak type. Hence, deterrence will succeed even thtug
challenger could commit credibly to war. This is so despitefact that the defender
herself prefers the status quo to war. We are essentiallytoabe case where she
can threaten the challenger with a war that he must initisie 4udience costs he
will incur from escalating ensure that even the weak type fight if resisted).
Tying hands cannot help the challenger here.

We now have an interesting situation: audience costs thiéeolgar incurs may
compel the defender to capitulate if she is weak but may siejpld to war (causing
the challenger to be deterred from escalating) if she isigtrén other words, we
are “back” to our peaceful subgame-perfect equilibriuncoates under complete
information: we either have assured victory for the defemdessured deterrence.
Of course, the underlying dynamic of the interaction istslig different because
here we vary the type of the defender as well. Still, you carbably already see
what will happen if the challenger was unsure about the difies type. In that
case he would not know whether tying his hands would causédfender to back
down or to fight. Hence, escalation may either lead to war eidiory. .. meaning
that the challenger may sometimes attempt escalationngausir in the process.

To elaborate on this a bit, our simple model assumes the defsrtype is com-
mon knowledge (that is, the challenger knows it, the defekdews that the chal-
lenger knows it, and so on). This means that if the challetigdrhis hands, the
defender will definitely capitulate if weak. This makes tyihands a safe tactic
for it can never lead to war. However, suppose the challersgencertain about
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the defender’s preferences. What if the defender is strongif, Wthat case tying
hands becomes a risky proposition. It can commit the chgdéleto war but if the

defender prefers war to capitulation, then she will resigtraay, and war will be the
outcome. Of course, with complete information about a todgfender, the chal-
lenger will simply avoid tying his hands and will not escalat all. The problem
occurs when the challenger does not know for sure if he’sipaitough defender.
Then, thinking that she might be weak, he may tie his handssare her capitu-
lation. If the defender turns out to be tough, however, thimmitment will lead to

war. Showing this requires modeling two-sided incomplafermation so there’s
uncertainty on both sides.

Suppose, for example, that the challenger thinks the defaadveak with prob-
ability 2/3 and strong with probability/s. This belief is common knowledge. As
before, escalation incurs audience costs that the chaltengst pay if he capitu-
lates in the face of resistance, so he will attack regardiésgpe if the defender
resists. This means that capitulation is strictly domirfanthe weak defender and
resistance is strictly dominant for the tough defender. theowords, the sequen-
tially rational strategy for the defender is to capituldteveak and resist (causing
war) if strong regardless of what she believes about thderiggr's type. From
the challenger’s perspective, this implies that escataidl lead to victory with
probability 2/3 and to war with probabilityt/3. What will he do? We must calculate
the expected payoff from escalation. It is:

Uc, (e) = (2/3)(10) + (153)(—=5) = 153=5>0
Ucy, (€) = (2/3)(10) + (13)(=15) = 53 > 0.

In other words, the tough challenger expects a payoff &fom escalation, and
the weak challenger expects a payoffsgf. In either case, this is better than the
status quo, so the challenger will escalate regardlesspef tyience, the unique
equilibrium here is pooling for the challenger (he escalated then fights if resisted
regardless of type) and separating for the defender (shitulzps if weak and
resists if tough regardless of her beliefs).

In this equilibrium, war occurs with positive probabilitetause whenever the
defender is tough, escalation locks in the challenger itadisg a war. Notice that
this isindependent of the prior belief the defender fhaghe probability of war is,
as before,

Pr(War) = Pr(e) x Pr(r) x Pr(a) = 1 x 1/3x 1 = 1/3.

“For example, suppose the defender thinks the challengémisgswith probabilityp = 9/1¢
and weak with probability!/;o. Recall that in this region, when there is one-sided incetep!
information and the defender is weak, the unique equilibraiso involves certain escalation but it
also involves certain capitulation by the defender. Thisunsethe crisis will certainly be peacefully
resolved. In the two-sided incomplete information scamdrowever, this is not the case.
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That is, the probability that the crisis will end in war equ#he probability that
the challenger escalates (since both types do that, it taingmultiplied by the
probability that the defender resists (since only the totygle does it, it isl/z)
multiplied by the probability that the challenger attacks¢e both types do that,
it is certain as well). The overall result is that the chantevar is 15. Note that
it did not matter what the defender thought about the chgéi€a type. (In more
complex situations, it will matter.)

One very unpleasant implication of this analysis is thatwheak challenger’s
own behavior in the crisis may commit him to war against a kodgfender. In
retrospect, this behavior appears irrational: why wouldaggr who would rather
capitulate than fight (and loves the status quo) would it@teacrisis and then find
himself at war with the toughest opponent possible by the time crisis ends? The
logic here shows why this puzzle should not lead one to caledloat the player was
irrational. Even an unresolved player could compel a wegoopnt to give up the
disputed benefit short of war if he could just commit himselfighting somehow.
This commitment carries certain risks because it will nduice the tough opponent
to concede. However, if the player thinks there’s a good cédhat his opponent
is weak, this risk of war will not be enough to dissuade hirmfrattempting to
coerce her. Hence, even a weak player can deliberately ttwirisk of war. In
this instance this is “war with regret”: when the fighting begy this player would
dearly wish he had not escalated and committed himself taifiggh But now it's
too late to back down. Looking back at instances like this(ageanalysts) cannot
blame the actor for being stupid and making a mistake: idstaa behavior should
be seen as the result of a deliberate risk-taking. And agkag, of course, can
sometimes backfire. This does not mean that the originakibecivas wrong. In
fact, quite the contrary—it was the best the actor could dieuthe circumstances
(which is why it happens in equilibrium).

Tying hands with audience costs is, of course, a tactic fhattentially available
to both sides in the dispute. You can probably see what wiplkea if both players
attempted to commit themselves to war in an effort to compeldther side to
capitulate. When they do this under uncertainty, they mawptera situation in
which they become locked into positions from which neithantg to retreat, and
war becomes certain upon escalation (in this scenario tayeps, both of whom
initially prefer capitulation to war, can find themselves\air with each other). For
that reason, tying hands tends to be a very risky tactic andtisomething leaders
often resort to.

All these problems suggest that perhaps public commitnteatsiepend on do-
mestic audience costs may ether not work at all or be a cutis tharse than the
disease: we have seen at least two ways in which attemptsuotimese costs may
actually cause war. With two-sided incomplete informatam audience costs on
both sides, it is actually quite possible for two weak oppdsdo lock themselves
into war while trying to maneuver each other into capitulgti
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1.2.2 Military Mobilization

The two crucial parts of the audience cost signaling medmamire (a) escalation
decreases the payoff from peace until war becomes pregeeabh for a weak chal-
lenger, and (b) the costs do not change the defender’s owmdament. As we have
seen, this may not work against a defender known to be stowrigmnay cause war
against a defender whose strength is not known. Recall naviitbdundamental
reason audience costs worked as a credible signal of strengéecause they com-
mit even the weak challenger to fight when resisted. In otheds; they alter his
payoff from capitulating under duress relative to the p&fraim war. You should
immediately see that there is another way the weak chalteragetie his hands:
if he couldincreasethe expected payoff from war enough to make war better than
capitulating, he would have a credible commitment to figbt to

One way a challenger can increase his war payoff is by pregaoi fight. If he
mobilizes his army and then attacks, he is more likely to @idhan if he started
a war without extensive preparations. Notice that if thellehger becomes more
likely to win, the defender must be becoming more likely tedo In other words,
the challenger’s military preparationsduce the defender’s payoff from warhis
is the first time we have seen a tactic that alters the oppreayoffs as well. To
summarize, the military instrument has three functions éina not available with
any of the other signaling/commitment mechanisms we haswe:se

1) itis costly regardless of the outcome of the crisis: surit;c
2) itimproves one’s payoff from war: device for establighcommitments;

3) it worsens the opponent’s payoff from war: device for ungiaing commit-
ments.

Let us now represent these three functions by modifying tyefs in our model
appropriately. Since mobilization is a sunk cost, let'spmge, as in the costly es-
calation game, that when he mobilizes, the challenger pays he is tough and
—7 if he is weak. Clearly, by itself this will not alter his reselvif he is tough,
capitulation would yield-15 and war—10, and if he is weak, capitulation would
yield —17 and war—22. In other words, the weak type would still capitulate and
the tough type would still fight. (Because this cost is sunjlitreduce the victory
payoff by mobilization costs for both types as well.) Sincelitization improves
the challenger’s war payoff, suppose that the added benatit these preparations
is 10 if war occurs for each type. This means that the war payofbis #12 for
the weak type, and for the tough type. This does alter the resolve of the weak
type given the capitulation payoff ef17: by mobilizing he has committed himself
credibly to war. Finally, since war preparations affectedely the defender’s pay-
off, suppose they reduced it By, so a tough defender now expeet$l from war
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against a weak challenger and5 against a tough one. Figure 10 shows the game
with a military threat.
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Figure 10: Escalation with Military Mobilization and a Tdu@pefender.

Observe now that the military mobilization has tied the Erajer’s hands: even
the weak type prefers to attack under these conditions. &@nbgperfection there-
fore requires that the challenger fight regardless of typenutesisted. Just like
with audience costs, militarized escalation creates aldeedommitment to fight.
Unlike audience costs, however, militarized escalatiohdlsao undermined the de-
fender’s resolve by lowering her expected payoff from waowNshe expects-11
if the challenger is weak and15 if he is tough. Either of these is worse than ca-
pitulating and getting-10. Hence, the only sequentially rational strategy for the
defender is to capitulate regardless of her beliefs (ckgitun strictly dominates re-
sistance). This makes escalation safe for the challengére £scalates regardless
of type. The unique sequential equilibrium is for the chadler to escalate (and
fight) regardless of type, and for the defender to capitdtateure. The outcome is
peaceful revision of the status quo.

Notice now an interesting aspect of this result: the mpitarove tied the chal-
lenger’s hands committing him to war, but also “untied” tbegh defender’s hands
by undoing her commitment to fight. Observe that this is sespective of the de-
fender’s beliefs. Military moves represent a combinatibsioking costs and tying
hands: although they are inherently costly, they can diieconfiguration of com-
mitments by improving one’s own war payoff and decreasirggdpponent’s war
payoff. They carunderminghe opponent’'s commitment making a threat that used
to be believable incredible in the process. Hence, a toudgnder could not be
compelled to back down even with a credible threat to fighessilthe threat also
untied her hands. This cannot be done with audience costs.
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Of course, before we get carried away and conclude thatamjlinoves are al-
ways good, | should note that it is quite possible for the lelngler to miscalculate
if he is uncertain about the defender. Observe that sinc@reparations are costly,
the challenger will try to mobilizing the minimum force heriks is necessary to get
the defender to quit. Obviously, if the defender is strorggwiould have to mobilize
(expensively) a lot more than if she were weak. If the chaiéns unsure about
the defender’s type, he may end up mobilizing less than sacg$o get a strong
defender to quit (because he erroneously believes the epp@weak and tries to
save on the mobilization costs). In that case, the toughhdefewould still resist,
causing war. Hence, military moves themselves are not aceargither. However,
they can help establish credible commitments or, failireg,tat least undermine the
opponent’s commitment sufficiently to cause her to capitula

1.2.3 Conclusion about Costly Signals

In general, the challenger must try to convince the defetidghe is tough in order
to compel the defender to capitulate. To be credible, theasithat reveals this
information must be costly or risky enough: it has to be uaative to the weak type
even when it succeeds in persuading the opponent that heghk.t@he challenger
may also attempt to rearrange his incentives and alter g pommitment. If
he makes peaceful capitulation sufficiently bad, then ehenweak type would
prefer to go to war. This makes escalation a credible sigralever, as we have
seen, there are some problems with the audience cost meghakliernatively, the
challenger may attempt to undermine the opponent’s comemitiirough military
moves. If he succeeds, he may compel her capitulation evéreiabsence of a
credible threat to fight. Generally, none of these tactiecs edaninate the risk of
war: in equilibrium the probability of war will tend to be pose under two-sided
incomplete information.

Although the strong types would normally expect better si@dlich they would
get through credible signaling, they would also usuallyefa&aagher risks of war
that the weak types. Unfortunately, it is precisely the mghess to incur these
costs and run these risks that makes their behavior creugigleuse the weak would
not want to mimic it. Hence, in many crisis situations thesaupt to resolve the
crisis on attractive terms must carry a positive risk of wahe only way to get
the opponent to concede is to make the alternative suffigianattractive, and this
involves convincing her that war is quite likely if she faitsconcede and when war
comes, it will be highly unpleasant.

2 Screening

Revealing information through costly signaling is what mhed parties do. Elicit-
ing information through screening is what their uninforneedinterparts try to do.
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If your opponent knows more than you do and this informati@symmetry is a
disadvantage for you (it may not always be), then you can tragegies that in-
duce your opponent to reveal what he knows. Yousareening your opponents if
you behave in a way that induces different types to respoifereintly. These re-
sponses, which are conditioned on their privately knowarimiation, tell you about
what they know.

The most famous example of screening comes from the Bible. Réberethe
story about King Solomon who has to figure out which of two warakaiming to
be the mother of a baby is telling the truth (this was in thelzefere DNA testing)?
He ordered the baby cut in two, with each woman getting a [dlé fake mother
agreed to the decision. The real mother, who would rathecliiid live than have
it, asked the king to spare the baby’s life and give it to theeotvoman. Solomon
inferred that the latter was the real mother and ordered lfld ceturned to her.
Solomon screened the “type” of women (where “type” referfi¢o being a real
mother or not) by the cunning use of a completely transpateategy that induced
the different types to choose separating strategies.

Whether he was wise or not | can’t say, but the fake mother wgsdumb. We,
being schooled now in strategic thinking, would immediatste that the correct
way to avoid Solomon’s crudscreening device is to pool with the other woman
(engage in signal-jamming) by saying whatever she says. &\knaw, in this case
the uninformed party has no way of learning anything he do¢sineady know.

Going back to the escalation game, suppose before it begadefender gets to
choose whether to implement some sort of defense. Thereatgpes of available
defenses that she could deploy. The first is not very expeitivdoes not help if
fighting actually occurs. It only makes escalation costlehe challenger. Suppose
then that if this defense is built, the weak challenger wddse to pay a cost of
11 in order to escalate, and the tough challenger would havay@most o6. We
know what happens in this game from our previous analysisiok sosts.

The second type of defense is quite costly, but it works difjating breaks out
as well. It makes escalation costly but in case the challeatiacks, it imposes
additional costs. If this defense is built, the challenges to payl 1 if weak and5
if tough just to escalate, but if the game ends in war, each tyghallenger pays an
additional10. The new game is shown in Figure 11. The only difference betwe
this an the game in Figure 2 is in the challenger’s payoffsasecof war where an
additional10 was subtracted.

In this game with strong defense, neither type of challefigéels it worthwhile
to attack if resisted. Even the tough challenger would ndttfismder these condi-
tions (payoff from attacking is-16, which is strictly worse than payoff from not
attacking, which is-15). Given that neither challenger would attack, the defender
always resists regardless of her beliefs because doingvem that all challengers
capitulate, would yield 0, while not resisting yields-10. But if the defender al-
ways resists, then escalation is equivalent to capituidtio the challenger, and so
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Figure 11: Costly Escalation With Strong Defense of a WealeDaér.

no challenger would ever escalate.

The only sequential equilibrium in this game is for the obiadjer to never esca-
late and always capitulate if resisted, and for the defetalalways resist. In other
words, the strong defense is a perfect defense becauseld deter all challengers
from creating a crisis.

We now know three things:

1. if she builds no defenses, the defender would end up in tiggnal crisis
game where she would capitulatepif> 0.8 and risk war ifp < 0.8;

2. if she builds the cheap defense, the defender would end tngicostly sig-
naling game where only the tough challenger escalatespsolier perspec-
tive before the crisis begins, the she would capitulate witibability p (the
probability that a challenge will happen, in which case da@gs submits),
and get the status quo with probability- p (the probability that no challenge
happens because the opponent is weak);

3. if she builds the expensive defense, the defender wowldiprin the strong
defense game where she would get the status quo regardlgss of

Which of these defenses should the defender purchase? It deplends on their
costs. Suppose the cost of the cheap defensamsl consider an expensive defense
that costs8 units to the defender.

Suppose first thap > 0.8. Building no defenses results in capitulation and a
payoff of Up(none = —10. Building the cheap defense results in capitulation
with probability p and the status quo with probability— p, and so the expected
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payoff is Up(cheap = —10p + (0)(1 — p) — 1 = —10p — 1. Finally, build-
ing the expensive defense results in perfect deterrendbgsautcome is the status
quo: Up(expensive = 0 — 8 = —8. Note now that | (expensivg > Up(none,
so we know that the defender will definitely build some deéerather than re-
main defenseless. But which one? she will choose the expedsfense whenever
Up (expensive > Up(cheap, or —8 > —10p — 1, which holds wherp > 0.7.
Since we have assumed that> 0.8, this condition certainly holds. Therefore, if
p > 0.8, the defender will build the expensive defense.

Suppose now that < 0.8. Building no defenses produces the semi-separating
equilibrium of the original escalation game. The expectagbfff there is:

Up(nong = Pr(Warn)(—15) + Pr(Cap-)(10) + Pr(Cap,)(—10) + Pr(SQ(0)
= (0.5p)(—15) + (0.125p)(10) + (0.625p)(—10) + (1 — 1.25p)(0)
= —12.5p,
where we obtain the relevant probabilities from our solutmthe escalation game

in the previous lecturg Nothing has changed for the other two calculations because
the equilibria remain the same regardless of the valys dote now that:

Up(none > Up(cheap & —125p>—10p—1 <& p<0.40
Up(none > Up (expensive & —12.5p > -8 & p <0.64
Up(cheap > Up(expensivg << —10p—1> -8 & p <0.70

We can now conclude that the rank-ordering of the defens&sfisllows:

p > 0.70 : expensive- cheap> none= expensive
0.64 < p < 0.70 : cheap> expensive- none= cheap
0.40 < p < 0.64 : cheap> none> expensive= cheap

p < 0.40 : none> cheap> expensive= none

SWe could have calculated this also as follows. SuppBstaces the tough challenger, who
always escalates. Recall thatresists with probabilityi/>, in which caseC attacks, and capitulates
with probability /5. The expected payoff against the tough challenger is then:

Up(nondCr) = 1a(—15) + 1/(=10) = —12.5.

Suppose nowD faces the weak challenger. This one escalates with pratyabil = p/[4(1 — p)],

in which cased resists with probabilityl/>, which leads taC’s capitulation, and capitulates herself
with probability 1. Of course, if the challenger does not escalate, the statsegnains. Hence,
D’s expected payoff against a weak challenger is:

Up(nongCy) = B [1/2(10) + 1/2(=10)] + (1 — B)(0) = 0.
SinceD believes she will fac€r with probability p, her overall expected payoff is:
Up(nong = pUp(nongCr) + (1 — p)Up(nongCy) = —12.5p,

which is, of course, precisely what we found using the prdialdistribution over outcomes.
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To recapitulate, the defender would choose defenses asvildepending on the
probability p that the challenger is tough:

e If pislessthan 40%, then no defense will be built; tough chghes always
escalate, weak ones bluff and sometimes do, and the defsoh@times re-
sists; the probability of war is strictly positive in eqbitium, and the outcome
is possible deterrence failure leading to possible corape# failure and war.

o If pis between 40% and 70%, then the cheap (weak) defense williteg b
only tough challengers escalate, and the defender cateistilprobability of
war is zero in equilibrium, and the outcome is peaceful reuisf the status
guo whenever deterrence fails (since this happens onlyeifctiallenger is
tough, we have possible, but not certain, deterrence &ilur

e If p exceeds 70%, then the expensive (strong) defense will bie the de-
fender gets perfect deterrence, and no challengers esgadabability of war
is zero in equilibrium, and the outcome is peaceful maimenaf the status
guo (deterrence success).

Two things follow from this analysis. First, the defendetlwhoose a defense
to screen out her opponent’s type. Depending on her prieefeeshe will decide
whether the expense is worth weeding out the weak types otfrtbe probability
of the opponent being tough is too high, the defender will soten at all and
will be vulnerable to exploitation by weak challengers. dfi the other hand, the
probability is sufficiently high, then the defender will &st in perfect defense that
would stop everyone.

The true screening begins whendrops below 70% but is still above 40%, in
which case the defender will build a defense that would otdp s/eak challengers.
She will prevent them from bluffing, but will not deter toughes. In other words,
the defender will screen out the challengers such that whealaion occurs she
will know for sure that her opponent is tough, and will be ableapitulate, avoid-
ing watr.

Finally, if p drops below 40%, screening is no longer optimal either. Tée d
fender takes her chances with war. It is very significant tie neowever, that with
the use of screening techniques, the dangerous region wiaeiis possible shrank
from anything below 80% to half of that. The largest probapibf war in this
equilibrium now does not exceed 20% as opposed to 40% in thmakescalation
game.

Eliciting information is useful although it is costly. RevViag information is also
useful even though it is costly as well. It is worth repeatingt perfect deterrence,
even if available, may not be chosen by a rational defendeyVh

Because, as the strategist Bernard Brodie pudiigtegy wears a dollar sign,
the second major conclusion from this analysis. The costdtefnative forms of
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defense will determine which one we will choose to acquirethBps not surpris-
ingly, the defender sometimes chooses to forego the strefemsle because it is too
expensive under certain conditions (e.g., when she thiek®pponent is not ex-
ceedingly likely to be tough). More surprisingly, howevitre defender will often
forego even the cheaper alternative. Sometimes she willoo@at weaker defense
that does not work that well (but at least prevents war) botetones she will build
no defense at all, taking her chances with war. These camagides are driven by
the costs of defense relative to what it is expected to aehiedeterrence.

3 Incentive Schemes

Eliciting information may not be your goal. Instead, you nh&far more interested
in ensuring that the other party behaves appropriately éwawu cannot observe
their actions. This is a common problem with arms-contreeagents: Is the op-
ponent reneging and secretly stashing deadly weapons,rbage even secretly
building new ones? You could demand verification, which istigoand difficult.
Or you could design the agreement in a way that the opponemithviimd it worth
his while to behave as you want him to. A strategy that attertpinfluence such
an unobservable action (compliance with the treaty) by ghung or rewarding ob-
servable outcomes of that action is called aeentive scheme.

Suppose you are the U.S. negotiator and you are trying tdhgetiorth Koreans
to dismantle their nuclear program. The outcome of thisqatois uncertain and
depends on the quality of North Koreans’ efforts. If suctidsshe benefits from
nuclear disarmament are estimated to be worth $60 billienn@ed to maintain
large army close to the border, normalization of relatidregje benefits, etc.) You
have estimated that the probability of success is 60% if theeins make a half-
hearted effort to comply with the program, but raises to 80#%ay make a more
determined effort. (It is never 100% because you never knb.atwtheir erratic
leader is going to decide in the end.)

Expending effort entails costs to the Koreans. Let's sayhaue to pay them $10
billion for routine efforts and an additional $5 billion ¢y make an extra quality
effort. (They may have to bribe important officials along thay to guarantee
compliance, and so on.)

Is the extra payment in return for extra effort worth your l@RiWithout the extra
effort, your expected payoff 8.6 x $60 — $10 = $26 billion; that is, 60% chance
of success with routine effort, for which you have to pay $aith the extra effort,
your expected payoff i9.8 x $60 — $15 = $33 billion; that is, 80% chance of
success with extra effort, for which you have to pay $15. Qyetire extra payment
is worth your while because you should expect to get $7 biltiwre in returns.

The problem is how to implement this agreement. You could aigontract with
the Koreans stipulating a payment of $10 billion with $5 fatra effort. But how
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would you know that they made this effort? They could simpketyour additional
money and implement the routine effort anyway. Much of tffigrewill be behind-
the-scenes work involving bribes or unobservable action®cgations you don't
know about and therefore cannot monitor, and the Koreangarahwill) always
claim that they have made every possible attempt to get tudtseeven if they have
not. You have no way of knowing. If the nuclear program gessdintled, they
claim success and attribute it to their “spectacular” eéffoAnd if the program does
not get dismantled, they blame failure on bad luck in spiteheir “spectacular
efforts.” Because the chances of failure are 1 in 5 even wigh bkifort, you cannot
be sure that they are lying.

This is a general situation in which decisions about compgkshave to be made
on the basis of an observable and verifiable outcome whidbrtumately, isprob-
abilistically determined by compliancelhat is, it gives some information about
effort, but that information is not perfect. How do you sosteh a problem?

Let s be the compensation you offer for the routine effort arfae the bonus in
case of observed success. Consider the Koreans’ expecteifipdfyithey make the
routine effort, they would get for sure, and with 60% chance, that is: + 0.6b.

If they make the extra effort, they would getor sure and with 80% chance, that
is: s + 0.8b. The expected benefit from the extra effort is therefdset 0.85) —
(s + 0.6b) = 0.2b. Since you are offering $5 billion for the extra effort, theil
only expend it if:

0.2b > $5
b > $25.

That is, if the bonus offered exceeds $25 billion! The intuitis that the bonus
multiplied by the increase in probability of getting it tugh extra effort should be
enough to compensate the Koreans for the cost of that extd.elf you offer a
bonus that is sufficiently high, you will be able to get thenekpend extra effort
for sure. This condition is called thacentive-compatibility constraint. Without
it, your offer will not get the Koreans to work hard.

Of course, the Koreans would not work at all, let alone hdrdour offer is not
sufficient to compensate them for routine work. Suppose Yiau the appropriate
bonus and so the incentive-compatibility condition is nféten the Koreans would
expected to get + 0.85, which must be greater than the $15 that you are going
to pay them in this case. That is,+ 0.80 > $15. This is theirparticipation
constraint.

Since you don’t want to spend taxpayers’ money on North Kasemless abso-
lutely necessary, you want to keep their compensation asatopossible and still
consistent with the two constraints. So, you will choese0.8b = $15, and since
b = $25, this means that = —$5. What? You are going to offer a negative base
compensation?
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There are two ways to interpret this. First, you may reqtheeKoreans to put
up $5 billion of their own money for the transaction. The bsinthis case would
simply be their share of the “partnership.” Second, you maptwo fine them $5
if the project fails. Of course, it remains dubious that saching is enforceable at
all.

So what next? The base compensationust be non-negative. In this case, we
set it at the lowest possible level (0), but since it requires: $25 to meet the
incentive-compatibility constraint, you will be overpagibecausé + 0.8 x $25 =
$20, which is the expected amount the North Koreans are goingakem This,
then, is the cost aisymmetric information to you, the less informed player.

We have already seen how one might deal with this situatitverd are ways of
eliciting appropriate behavior from better informed plesydout this always entails
costs. Under complete information, you would pay $10 forebeffort and then
the additional $5 only if you observed the extra effort. kKore making extra effort
would therefore cost you $15. The calculations above shatvKbreans making
extra effort under asymmetric information would cost yol $Zhe difference of
$5 billion is what you pay to overcome your informationalatisantage. Is it worth
it?

What do you get by spending the additional $5? You get extaatetind so your
expected payoff is0.8 x $60 — $20 = $28. That is, you expect to get $28 billion
from the project. If you did not spend the extra $5, you onlgd® pay the basic
effort $10 (you would never offer the additional $5 bonusddotal of $15 because
it would not make the Koreans work harder anyway). Your eigubpayoff then
is: 0.6 x $60 — $10 = $26. That is, you should expect to get $26 billion from
the project. In this case, even with the extra cost resuftioign the informational
asymmetry, you get more expected profit by using the incersitheme.

This need not always be the case. If, for example, the benafitanly $40
billion, then paying the costs to overcome informationgiasietries would not be
worth your while, and you would settle for the low-effortwlgprobability variant.
This is very similar with the situation the defense acqigsitvhere a low enough
probability of a tough challenger does not make the expeh#gealefense worth
while and the defender simply takes his chances in crises.

You have seen incentive schemes in action many times. Jugt dbout the
insurance company who has insured you against a large lgss@ision and theft
coverage on your car). You can affect the probability of the&awving to compensate
you by the effort you spend trying to avoid the loss. For exiamyou could be
a really careful driver who never speeds, never engagesgresgjve driving, and
never tailgates others on the highway when pissed off at tH&m if your car is
fully insured, you may be tempted to indulge in riskier bebavafter all, what's
another dent if someone else is going to pay for it?

The simple act of insuring you can induce you to take less tasyoid what
you are being insured against. This is caltedral hazard, and is a problem anal-
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ogous to the one you faced with the North Koreans. This prolidecontrolled (not
solved) in a similar manner: you are required to retain phtthe risk through the
deductible. This works as an incentive scheme because yibbeness willing to
run the risk that would cause you to have to pay this dedwctibiis is why agree-
ing to a larger deductible (meaning you are carrying a lapgetion of the risk)
lowers your premium. If you demand the lowest possible dibllecyou are telling
the insurance company that you will most likely be negligd@cause you show
yourself unwilling to pay to prove you won'’t be... costly sajing, remember?)
and so they compensate for the additional risk by jackingayr premium. Nice,
eh?

We shall have an opportunity to think about incentive scheween we discuss
arms control and disarmament agreements in particular. oiscan already see,
many of these issues are of generic interest that you wilirsgeur everyday life.
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