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Individual Differences in Mentalizing Capacity Predict Indirect
Request Comprehension
Sean Trott and Benjamin Bergen

Department of Cognitive Science, University of California, San Diego, California, USA

ABSTRACT
People often speak ambiguously, as in the case of indirect requests. Certain
indirect requests are conventional and thus straightforward to interpret,
such as “Can you turn on the heater?”, but others require substantial
additional inference, such as “It’s cold in here.” How do comprehenders
make inferences about a speaker’s intentions? And what makes
a comprehender more or less successful? Here, we explore the hypothesis
that comprehenders do so in part by mentalizing—encoding what the
speaker knows or believes about the world—and that differences in men-
talizing ability predict how well comprehenders draw these inferences. In
Experiment 1, we find that comprehenders’ pragmatic interpretations are
significantly influenced by a speaker’s inferable knowledge states. In
Experiment 2, we find that variability in this effect is explained by individual
differences in comprehenders’ mentalizing ability. Finally, in Experiment 3,
we find that both effects are robust across different dependent measures of
inference.

Introduction

People don’t always say precisely what they mean. To cite a parade example, “It’s cold in here” could
be intended not as a reflection on the temperature, but as a request to turn on a heater. Indirect
requests like this are a pervasive form of pragmatic ambiguity in everyday conversation; in one study,
over 80% of requests elicited from participants were indirect in some way (Gibbs, 1981).
Comprehenders often successfully infer a speaker’s intent, even when it is not explicitly stated,
and in some cases, are able to do so very early on (at 3–4 years) in development (Schulze,
Grassmann, & Tomasello, 2013). Yet it’s unknown what cognitive mechanisms underlie inferences
about intent, whether individuals vary in their ability to make these inferences, and why this
variability might occur.

Convergent evidence suggests that comprehenders make inferences about speaker intent at least in
part by modeling what the speaker knows and believes (Gibbs, 1987). For instance, when trying to
determine whether “It’s cold in here” is a request to turn on the heater, the comprehender might be
swayed by whether the speaker appears to think the heater is working or not. If the speaker knows the
heater is broken, then “It’s cold in here” probably means something else. In the series of experiments
below, we ask whether comprehenders’ inferences about the intent of potential indirect requests depend
on this ability to encode and represent information about others’ knowledge states and desires, known
in the literature as Theory of Mind (Baron-Cohen, Leslie, & Frith, 1985; Premack & Woodruff, 1978;
Wimmer & Perner, 1983), or mentalizing (Frith & Frith, 2006), the process of using Theory of Mind to
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reason about the mental states of others. Because mentalizing ability is known to vary across individuals,
we also ask whether more adept mentalizers are more successful at inferring the intent of potential
indirect requests. This is a specific instance of the more general issue of whether comprehenders resolve
pragmatic ambiguity using a capacity to infer what the speaker knows, and whether individual
differences in this capacity are responsible for differences in communicative success.

Indirect requests

Some indirect requests are easier to understand than others. Those that follow consistent formal
patterns (“Could you …”; “Would you mind …”; etc.), and whose form makes reference to salient
obstacles to fulfilling a request, e.g., saying “Do you have X?” to address the potential obstacle in
which the listener does not possess or have access to “X” (Gibbs, 1986), are conventional indirect
requests. These are best characterized as idiomatic constructions with their own idiosyncratic form
and often partly compositional meaning (Stefanowitsch, 2003). This makes them relatively straight-
forward to interpret, especially when produced in the appropriate situational context; Gibbs (1986)
found that potential indirect requests were read faster when their form referenced the greatest
potential obstacle to fulfilling that request. This is consistent with the obstacle hypothesis (Francik &
Clark, 1985; Gibbs, 1986), which states that speakers producing requests “formulate their utterance
to deal with the greatest potential obstacle” (Gibbs, 1986, p. 182); correspondingly, these conven-
tional requests are easier for listeners to interpret.

But non-conventional indirect requests, like “It’s cold in here,” are far more challenging for
comprehenders to process for several reasons. First, unlike conventional indirect requests,
a comprehender cannot use the form of a non-conventional indirect request as a cue to the intended
speech act. For instance, there’s no cue in the form of “It’s cold in here” that indicates it might be
anything other than an assertion. And second, the substance of a non-conventional indirect request
has to be inferred using information outside of the form of the utterance itself. Whereas
a conventional indirect request like “Could you turn on the heater?” explicitly specifies the substance
of the request (turning on the heater), a non-conventional indirect request like “It’s cold in here”
does not. Instead, the comprehender may need to deploy world knowledge (what solutions exist to
coldness?), the situational context (is there a heater or blanket at hand?), previous utterances in the
discourse (“Is there anything I can do for you?”), and the social relationship between the inter-
locutors (host or guest, for instance), in order to ascertain the most likely speech act and its
substance. Experimental evidence suggests that as a consequence, non-conventional indirect requests
are more difficult to process than conventional indirect requests (as measured by slower reading
times; Gibbs, 1981; Holtgraves, 1994), and also incur more processing difficulty (as measured by
increased pupil dilation) than their literal, non-request counterparts (Tromp, Hagoort, and Meyer,
2016). How, then, do comprehenders understand them at all?

One proposal, the mutual knowledge hypothesis, argues that comprehenders understand pragma-
tically ambiguous utterances by engaging their mentalizing capacity—modeling the mental states of
an interlocutor, and using this to adjudicate between possible interpretations of an utterance (Gibbs,
1987). This might include which information the speaker has access to, what the speaker believes
about the world, and what the speaker wants or desires. Faced with pragmatic ambiguity—such as
a potential non-conventional indirect request—a comprehender could use Theory of Mind to infer
what the speaker knows, and arrive at an inference about their probable intentions. Below we survey
what’s known about whether and when comprehenders mentalize to process indirect requests and
make pragmatic inferences more generally.

Mentalizing in request interpretation

There is some empirical evidence implicating mentalizing in indirect request comprehension. Recent
brain-imaging work has found that overlapping brain regions are recruited for both representing the
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belief states of others and understanding indirect requests (Van Ackeren, Casasanto, Bekkering,
Hagoort, & Rueschemeyer, 2012). Participants read the same sentence (e.g., “It’s so hot here”) in
a request-supporting context (next to a picture of a stuffy room) or not (next to a picture of a desert)
while functional magnetic resonance imaging (fMRI) was recorded. Brain regions associated with
mentalizing, such as the medial prefrontal cortex (mPFC) and left temporoparietal junction (TPJ),
received more blood flow during the request context than the literal-only context, possibly suggest-
ing that the comprehension of indirect requests involves thinking about the mental states and
intentions of others. Increased blood flow to regions associated with mentalizing (right TPJ, medial
frontal cortex (MFC), and the anterior insula) was also found in an fMRI study investigating neural
responses to indirect replies (Bašnáková, Weber, Petersson, van Berkum, & Hagoort, 2013), such as
saying “It’s hard to give a good presentation” when asked how a colleague’s presentation went. This
suggests that inferring a speaker’s communicative intentions, particularly when these intentions are
not explicitly encoded in the linguistic message, might involve mentalizing.

Yet these results leave questions open. For instance, in the Van Ackeren et al. (2012) study,
participants were asked to determine on each trial whether the speaker wanted something from
them, which could have encouraged mentalizing where it would otherwise be unnecessary. And
perhaps more critically, spatial correlation in fMRI does not entail that mentalizing is causally
involved in the comprehension of indirect requests (or indirect replies)––how is information
about a speaker’s mental states used to adjudicate between multiple interpretations of the same
utterance?

Additional evidence comes from correlated deficits in Theory of Mind and general pragmatic
reasoning abilities across neurodivergent populations. Individuals with schizophrenia have difficulty
inferring the nonliteral interpretation of an utterance or proverb (Vygotsky & Kasanin, 1934); this
difficulty has separately been found to correlate with impaired performance on Theory of Mind tasks
(Brüne & Bodenstein, 2005; Champagne-Lavau & Stip, 2010). Additionally, patients with right-
hemisphere brain damage consistently exhibit difficulty understanding nonliteral interpretations of
utterances (Kaplan, Brownell, Jacobs, & Gardner, 1990; Winner & Gardner, 1977), as well as repre-
senting the belief states of others (Happé, Brownell, & Winner, 1999). Later work has found that these
deficits in pragmatic inference and Theory of Mind correlate among individuals with right-hemisphere
brain damage (Winner, Brownell, Happé, Blum, & Pincus, 1998), with some evidence also pointing to
an important role for executive function (Champagne-Lavau & Joanette, 2009).

Early research on autism (Baron-Cohen et al., 1985) demonstrated that children with autism have
difficulty representing the knowledge states of others, and soon after, Baron-Cohen (1988) argued
that this deficit was functionally implicated in difficulties understanding pragmatically ambiguous
language. Children with autism are less successful at recognizing violations of Gricean maxims
(Surian, 1996), and more likely to interpret an utterance literally, rather than inferring the nonliteral
“conveyed” meaning (Mitchell, Saltmarsh, & Russell, 1997). However, children with autism do not
suffer from a universal pragmatic impairment. One recent study (Deliens, Papastamou, Ruytenbeek,
Geelhand, & Kissine, 2018) demonstrated that although they had difficulty understanding ironic
statements, they were able to understand both conventional and non-conventional indirect requests,
suggesting that comprehending indirect requests may recruit distinct cognitive resources from
understanding irony. Other work (Kissine et al., 2015) has also found that children with autism
understand and comply with indirect requests, sometimes more reliably than typically developing
children. These results paint a more complex picture of the relationship between Theory of Mind
and pragmatic reasoning among individuals with autism, particularly when it comes to indirect
request comprehension.

Computational models of pragmatic inference also often assume (implicitly or explicitly) that
Theory of Mind is functionally involved in the inference process. Indirect requests and other forms
of pragmatic ambiguity pose a challenge to Natural Language Understanding (NLU) systems because
of their non-compositionality and context-dependence. One approach to solving this problem is
using a set of rules about what utterances mean under different contexts (where “context” includes
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a probability distribution over the speaker’s likely beliefs) to adjudicate between competing inter-
pretations of the same utterance (Trott & Bergen, 2017; Williams, Briggs, Oosterveld, & Scheutz,
2015; Williams et al., 2014). For example, the sentence I need a coffee could be interpreted as
a request for a coffee, or as a statement about the speaker’s energy levels; the relative likelihood of
each interpretation may depend on whether the comprehender believes that the speaker thinks the
recipient of the request is subordinate to the speaker. Other computational models, such as the
Rational Speech Act (RSA) framework, capture pragmatic inferences by assuming that
a comprehender recursively reasons about a speaker’s possible intended interpretations, and chooses
the interpretation with the greatest utility, based on a model of both the situational context and the
speaker (Frank & Goodman, 2012; Goodman & Frank, 2016). RSA has been expanded to allow for
uncertainty in the speaker’s knowledge states (Goodman & Stuhlmüller, 2013). This computational
work thus serves as a proof of concept in that equipping a machine or algorithm with a model of the
speaker’s beliefs can improve its inferences about what the speaker meant by what they said.

While previous work has established correlations between mentalizing and pragmatic inference,
and also demonstrated the potential utility of incorporating a speaker’s probable beliefs into one’s
pragmatic interpretation, there is less evidence that neurotypical adults routinely follow this strategy.
In fact, research on perspective-taking during language comprehension provides evidence that
neurotypical adults don’t always mentalize during the pragmatic inference process. For example,
in a task in which comprehenders are able to assess whether an utterance was intended to be
sarcastic or not with high accuracy, they nevertheless make more errors when predicting how
a third-party—who does not have access to the same information—will interpret the utterance
(Deliens, Antoniou, Clin, & Kissine, 2017; Keysar, 1994). Additionally, during a referential commu-
nication task, comprehenders’ visual scan patterns include fixations on objects that are known to not
be in the speaker’s view (Keysar, Barr, Balin, & Brauner, 2000). Imposing time constraints further
hinders perspective-taking during both speech production (Horton & Keysar, 1996; Roxβnagel,
2000) and comprehension (Deliens et al., 2017; Epley & Gilovich, 2006; Epley, Keysar, Van Boven,
& Gilovich, 2004).

One explanation of these results, called the egocentric anchoring and adjustment account, is that
comprehenders first interpret an utterance from their own perspective, then adjust perspectives to
match an interlocutor’s or third-party’s as needed (Deliens et al., 2017; Epley et al., 2004). Others
(Brown-Schmidt, 2009), however, have found evidence for more immediate perspective-taking when
the task is made more interactive. Regardless, it is quite possible that the demands of real-time
conversation place a bottleneck on perspective-taking ability, and that comprehenders rely on other
information, such as prosodic cues (Deliens et al., 2017), to resolve pragmatic ambiguity. Shintel and
Keysar (2009) propose that successful communication is usually achieved not through extensive
modeling of an interlocutor’s mental states, but rather through more domain-general coordination
mechanisms, which in some cases are more akin to procedural routines than declarative knowledge.

A related model, known as interactive alignment (Pickering & Garrod, 2004), proposes that
interaction facilitates the alignment of interlocutors’ situation models, via the bottom-up entraining
of phonetic, lexical, and syntactic representations. This largely removes the need for cognitively
expensive mentalizing processes, as the chance for divergent situation models should decrease
throughout an interaction. Of course, such divergences can still occur, but Pickering and Garrod
(2004) argue that the resulting miscommunications are usually addressed through an interactive
repair process. Notably, Pickering and Garrod (2004) raise the possibility that interlocutors do
mentalize in extenuating circumstances, such as deception or deliberate misalignment, but that
these cases are “clearly costly” and “may involve complex (and probably conscious) reasoning, and
there may be great differences between people’s abilities (e.g. between those with and without an
adequate ‘theory of mind’)” (Pickering & Garrod, 2004, p. 180).

Where does that leave non-conventional indirect requests? Because they are non-compositional
and context-dependent, they are strong candidates to be resolved through mentalizing. But to date,
no studies we are aware of have directly tested whether comprehenders use inferred speaker
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knowledge to resolve the ambiguity of indirect requests. Moreover, given the evidence that compre-
henders may not always mentalize (Deliens et al., 2017), and that indirect requests can be compre-
hended even by individuals from populations who typically suffer from impairments in mentalizing
ability (Deliens et al., 2018; Kissine et al., 2015), it is possible but currently undemonstrated that
neurotypical adults vary in the cognitive resources they recruit to comprehend indirect requests. Do
individual differences in a comprehender’s ability or propensity to mentalize in general predict
differences in their reliance on a speaker’s inferable mental states for pragmatic inference?
Characterizing these differences—which people are most likely to mentalize, and when?—should
yield a clearer picture of the mechanisms involved in the comprehension of non-conventional
indirect requests, and in particular the role of mentalizing in pragmatic disambiguation.

Current work

In three studies, we presented pragmatically ambiguous utterances, such as “It’s cold in here” spoken
by characters in a narrative. We asked participants to make inferences about what the speaker
intended. We manipulated whether the comprehender should infer that the speaker was or was not
aware of some obstacle to fulfilling a possible request (like a heater being broken), using a False-
Belief Task–inspired design. The speaker was described as either present or not present when the
information about the obstacle was presented. In Experiment 1, this allowed us to determine whether
comprehenders changed their interpretation as a function of inferable speaker belief. In Experiments
2 and 3, we asked whether individual differences in the capacity to mentalize predicted differences in
a participant’s reliance on a speaker’s inferable beliefs for assessing the speaker’s intentions.

Experiment 1

In Experiment 1, we asked whether participants changed their pragmatic interpretation of an
ambiguous utterance as a function of a speaker’s inferable knowledge state. Participants read eight
short passages (see Appendix), each describing a situated interaction with another character, and
each ending with a potential indirect request (e.g., “It’s cold in here”). In each passage, there was also
an obstacle to fulfilling the request implicit in the ambiguous utterance, such as a broken heater. The
only manipulation was whether or not the speaker could be inferred to be aware of this obstacle; the
participant was always aware of the obstacle.

To evaluate participants’ pragmatic interpretations, we asked them to make a paraphrase judg-
ment of the speaker’s intentions. They selected one of two paraphrases; one was always an explicit
request, and the other was always a literal non-request interpretation (such as a complaint).

If comprehenders use a speaker’s knowledge states to interpret an ambiguous utterance—if they
mentalize—participants should be more likely to select a request paraphrase when the speaker can be
inferred to be unaware of an obstacle to fulfilling the request. (That is, when the speaker doesn’t
know the heater is broken, the participant should be more likely to indicate that “It’s cold in here” is
intended as a request.) Similarly, they should be more likely to select a literal paraphrase when the
speaker can be inferred to be aware of the obstacle. (That is, when the speaker knows the heater is
broken, then “It’s cold in here” is less likely to be a request.) Evidence that they do not mentalize in
this context would come in the form of no modulation of request versus literal interpretations in the
face of speaker knowledge or lack of knowledge about the obstacle.

If individuals do recruit their mentalizing capacity to understand indirect requests, there are
multiple subprocesses that must be performed. As discussed in Trott and Bergen (2017), one of these
is to sample information about a speaker’s mental states and beliefs. This could be achieved by
encoding explicit cues about mental states (e.g., a speaker verbalizing their beliefs) or by using
implicit cues to make mental state inferences (e.g., noting that a character was not present when
certain information was revealed). Furthermore, this sampling process could occur either online (i.e.,
when the cues initially manifest), or retroactively as needed (e.g., to disambiguate the meaning of an
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utterance). The second subprocess is actually deploying this information for a downstream task, such
as interpreting a potential indirect request to determine what kind of speech act it is, and what its
substance is (e.g., what the speaker might be requesting).

In this experiment, we are interested in both subprocesses—whether individuals can both sample
information about a character’s mental states using implicit cues, and deploy this information to
adjudicate between competing interpretations of an utterance.

Methods

Participants
Fourty-two participants were recruited through Amazon Mechanical Turk, all right-handed, native
English speakers. We aimed to recruit 40 participants, but Amazon Mechanical Turk oversampled to
42. Each participant was paid $1.20, and the experiment took on average 8.8 minutes to complete.
There were 24 males and 18 females. The average age of participants was 37 (SD = 12.3), with ages
ranging from 23 to 71.

Materials
The stimuli consisted of eight pairs of short (5–9 sentence) narrative passages, each of which ended
with an ambiguous sentence that could be interpreted either as an indirect request or as another type
of direct speech act. Each pair of passages described the same scenario, in which the participant
(addressed via the 2nd-person) interacts with a character in the story, who ultimately utters the
potential request. Also, in each situation, the participant learns about an obstacle to fulfilling the
request, or a reason as to why the utterance might not be a request; for example, a broken heater in
a car would prevent the participant from fulfilling the request to turn on the heater that could be
implicit in, “It’s really cold in this car.”

The manipulation across each pair of passages was whether or not the speaker of the potential
indirect request knew about this obstacle. The passages did not explicitly inform the participant
about this knowledge state. Instead, it had to be inferred. For instance, the participant might learn
about the obstacle while the speaker was either present or not present (see Appendix for an
example). The two conditions were called Speaker Aware and Speaker Unaware.

The experiment was implemented using jsPsych (de Leeuw, 2015). The code for the implementa-
tion can be found on GitHub: https://github.com/seantrott/mentalizing_experimental_materials.

Procedure
Participants were instructed that they would read a series of short passages describing possible
interactions. Participants were randomly assigned to one of two lists, counterbalanced for which
stimuli were in the Speaker Aware and Speaker Unaware condition. Each participant read eight
passages in random order-–four in the Speaker Aware condition, and four in the Speaker Unaware
condition.

After the participant finished reading a passage, indicating this by button press, a new page
appeared, which asked them to choose the sentence that best paraphrased the speaker’s
intention in the final utterance. They were presented with two options. One of these options
was phrased as a conventional indirect request, using the “Could I …” or “Could you …”
construction. The other option was the compositional interpretation of the sentence, phrased
in a literal form, such as “how are you planning on getting to that party?” In order to avoid
participants misconstruing this literal option as a potential indirect request, it always also
included information about the passage’s potential obstacle to fulfilling the request, e.g., “Since
your car is in the shop …” (see Appendix). The paraphrase judgment options were presented
in random order.

Aside from recording participants’ responses to the paraphrase judgments, we also collected their
reported gender, age, as well as what they thought the experiment was about and whether or not they
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were native-English speakers. The experiment software automatically recorded how long they spent
on each screen of the experiment. No other measures were collected.

Results

As shown in Figure 1 below, the Speaker Unaware (M = 0.76, SD = 0.43) trials elicited a higher
proportion of request paraphrases than the Speaker Aware trials (M = 0.3, SD = 0.46).

To evaluate the difference between conditions, we ran a generalized linear mixed-effects model in
R (R Core Team, 2017) using the lme4 package (Bates, Mächler, Bolker, & Walker, 2015). We began
with paraphrase as the dependent variable, condition (Speaker Aware vs. Speaker Unaware) as
a fixed effect, and subjects and items as random intercepts (along with by-subject random slopes
for the fixed effect of condition). We then evaluated this full model against a reduced model that
removed the fixed effect of condition but preserved the same random effects of subjects and items.

The full model including condition predicted the choice of paraphrase significantly better than the
reduced model [X2(1) = 35.094, p = 3.14*10−9], demonstrating that the speaker’s awareness of an
obstacle to fulfilling the request was a strong predictor of a participant’s interpretation of their
intentions. In other words, participants were more likely to interpret an ambiguous utterance as
a request when the speaker could be inferred to be unaware of an obstacle, and more likely to interpret
the utterance as a literal statement when the speaker could be inferred to be aware of an obstacle.

One potential explanation for this effect is that participants were learning what the experiment
was looking for over the course of their session. That is, by the final item, they may have guessed that
they were supposed to track the speaker’s knowledge, and thus chose a consistent paraphrase. If this
is the case, the effect should be very weak or nonexistent on the first trial, then gradually become
very strong. To test this, we added an interaction between order and speaker knowledge to the
model, as well as random intercepts for subjects and items. We found that the addition of order to

Figure 1. Participants were more likely to select a request paraphrase when the speaker could be inferred to be unaware of an
obstacle (M = 0.76, SD = 0.43), than when the speaker was aware (M = 0.3, SD = 0.46). Error bars represent 1 standard error from
the mean.
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the model did not explain significantly more variance than the sole fixed effects of speaker knowl-
edge and order [X2(1) = 1, p = 0.32].

We also tested whether participants were aware of the experimental question by asking them what
they thought the experiment was about after they were finished; 86% of participants either said they
were “not sure,” or repeated some variant of the initial instructions, such as “inferring intentions”;
14% of participants mentioned something about tracking knowledge states in a story, such as: “How
people determine intention based on the speaker’s knowledge in the text.” To ensure that the fixed
effect was not due to demand characteristics, we filtered out the 14% of participants who understood
the experiment, then re-ran the primary analysis described above. The effect remained robust [X2

(1) = 11.4, p = 0.0007], demonstrating that even naive participants were affected by the manipulation
of speaker knowledge.

Individual differences
Despite a main effect of speaker knowledge overall, there were still significant differences across
participants in the degree to which they showed the effect. We operationalized effect size as the
difference in the proportion of request paraphrases across conditions; an effect size of 1 would be
a categorical effect, meaning that participants always interpreted utterances as requests in the
Speaker Unaware condition, and never interpreted utterances as requests in the Speaker Aware
condition. This operationalization correlated almost perfectly with the by-subject slope coefficients
extracted from the glmer model (r= 0.99, p< 2*10−16).

As shown in Figure 2 below, effect size varied considerably across participants; 81% of partici-
pants showed a positive effect, meaning they had more request paraphrases in the Speaker Unaware
condition than the Speaker Aware condition. Only 16.7% of participants showed a categorical effect
of speaker knowledge in the expected direction; 19% showed an effect of 0 or less, meaning that
speaker knowledge either did not influence their judgment of speaker intent at all, or it actually
influenced their judgment in the direction opposite from expected.

Figure 2. Individual differences in effect size across participants (N = 42). Here, “effect size” was operationalized as the difference
in the proportion of request paraphrases across conditions.
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Discussion

Our main question going into Experiment 1 was whether or not comprehenders encode what
their interlocutors know, using this information to infer the speaker’s intentions. More specifi-
cally, we asked whether a speaker’s awareness of some obstacle to fulfilling a potential request
would affect a comprehender’s interpretation of that utterance. We found a significant effect of
speaker knowledge, suggesting that: 1) overall, participants paid attention to what the characters
in the stories knew or didn’t know; and 2) when faced with the problem of disambiguating
intent, their interpretation factored in not only their own knowledge, but also what they thought
the speaker knew.

Speaker knowledge strongly predicted utterance interpretation, meaning that participants must
have been both sampling and encoding that information while reading the passage. An important
feature of the experiment’s design was that the paraphrase questions did not appear on the same
screen as the story. This means that people did not have the option to return to the passage and
determine whether or not the speaker knew about the obstacle. Furthermore, there was no sig-
nificant effect of order, suggesting that participants were not simply learning how to do the task over
the course of a session; speaker knowledge predicted the paraphrase judgment from the very first
trial. Even after filtering out participants who appeared to see through the manipulation, the main
effect was robust.

In combination, these results suggest that people naturally pay attention to what characters in
a story know. Participants were not told to attend to the speaker’s knowledge states, and initially had
no way of knowing that speaker knowledge would be an important variable, yet they reliably
encoded this information nonetheless.

On the other hand, there were significant individual differences in the size of the effect of speaker
knowledge (see Figure 2). Most (81%) participants showed some effect of speaker knowledge, but
about 20% showed no effect or a negative effect. There are at least two possible explanations for these
individual differences.

First, it is possible that some participants did not take the task seriously and simply answered at
random. In this case, we would expect a bimodal distribution, in which one set of participants
displayed a strong effect of the manipulation, and the other set were distributed normally around
chance (e.g., a null effect of speaker knowledge). However, the distribution of effects does not show
signs of bimodality, which makes it unlikely that the full range of individual differences can be
explained by low attention.

Second and alternatively, effect size differences could be due to individual differences in menta-
lizing—the ability (and propensity) to model the beliefs and desires of others. The effect of speaker
knowledge observed in Experiment 1 is predicated on participants attending to and encoding
speaker knowledge. If certain people are less able, or less likely, to encode what others know, they
might also be less likely to choose a paraphrase consistent with the speaker’s knowledge state.
Understanding individual variability casts light on underlying mechanisms; in this case, if the
individual variability in Experiment 1 correlated with variability in mentalizing, this would serve
as further evidence that mentalizing plays a role in this kind of pragmatic inference. Experiment 2
addresses this hypothesis.

Experiment 2

In Experiment 1, participants were more likely to interpret an ambiguous utterance as a request if
the speaker was unaware of an obstacle to fulfilling that request—suggesting that speaker knowledge
is an important variable for pragmatic interpretation. However, there was substantial variability in
the extent to which comprehenders relied on a speaker’s knowledge states when inferring intent.
Since the task required attending to and encoding the implicit beliefs of the other characters in each
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passage, one potential explanation for this variability is that participants varied in their underlying
mentalizing capacity—their ability and propensity to attend to the beliefs and desires of others.

Until recently, most research on mentalizing has focused on its developmental trajectory in
young children (Astington & Jenkins, 1999; Wimmer & Perner, 1983), its presence (or
absence) in the cognitive repertoire of non-human primates (Call & Tomasello, 2008;
Krupenye, Kano, Hirata, Call, & Tomasello, 2016; Penn & Povinelli, 2007; Premack &
Woodruff, 1978), and mentalizing deficits among people with schizophrenia (Bora, Yucel, &
Pantelis, 2009), autism (Baron-Cohen et al., 1985), and right-hemisphere brain damage
(Winner et al., 1998). Assessing individual differences in mentalizing ability among neuroty-
pical adults is difficult, however; many traditional tasks, such as the false-belief task, are too
easy and thus show ceiling effects (Dodell-Feder, Lincoln, Coulson, & Hooker, 2013). But as
Turner and Felisberti (2017) point out, studying mentalizing differences among neurotypical
adults—challenging though it might be—is important. Individual differences can lead to better
theoretical models of cognitive phenomena. In our case, a metric for individual variability in
mentalizing is a critical prerequisite for determining whether mentalizing differences explain
the variability in performance observed in Experiment 1.

One solution is to make mentalizing tasks more difficult by asking participants to consider
higher-order beliefs (e.g., “John thinks that Jim thinks that John knows …”). However, Dodell-
Feder et al. (2013) argue that this introduces additional, “non-social” challenges related to
working memory and executive function, and thus may not isolate mentalizing-specific differ-
ences. Dodell-Feder et al. (2013) also point out that another problem facing many traditional
mentalizing tasks, like the false-belief task, is that they usually only require participants to pay
attention to a single character’s higher-order beliefs, instead of requiring that participants track
the knowledge states (and affective states) of multiple characters throughout the course of
a social interaction.

To address these problems, Dodell-Feder et al. (2013) developed the Short Story Task (SST),
a novel methodology for assessing individual differences in mentalizing ability. In it, participants
read a short story and then answered questions about the mental lives of characters in it. Their
responses were scored according to the degree to which they made explicit reference to the
characters’ mental states. The results of the task were validated as a measure of mentalizing by
correlating them with scores on tasks known to measure mentalizing—the Reading the Mind in the
Eyes task, and the Interpersonal Reactivity Index (IRI), as well as IQ. Reading the Mind in the Eyes
involves making judgments about a person’s emotional states, based on the eye region of an actor’s
face, and is used as an assessment of affective empathy. The IRI is a questionnaire designed to
capture differences along several dimensions, including fantasy (how well a person immerses
themselves in a fictional character’s mental life), perspective-taking (the tendency to adopt the mental
states of others), empathic concern (the tendency to consider the emotional states of others), and
personal distress (the tendency to experience negative affect in response to negative events affecting
somebody else). Dodell-Feder et al. (2013) found that explicit mental state reasoning scores were
significantly correlated with IQ (r = 0.24, p = 0.047), the fantasy subscale of the IRI (r = 0.37,
p = 0.012), and the Reading the Mind in the Eyes task (r= 0.49, p < 0.0001).

The Short Story Task measures a reader’s ability to attend to multiple characters’ mental states,
which change dynamically over the course of the story; it also measures a reader’s ability to make
inferences about multiple kinds of mental states (e.g., affective state, epistemic state, intentions).
Unlike the IRI, the Short Story Task assesses mentalizing capacity through behavior––specifically,
the extent to which a participant reasons about the mental states of the characters in a story. And
unlike the Reading the Mind in the Eyes Task, which measures the ability to decode mental states
(Dodell-Feder et al., 2013), the Short Story Task assesses a participant’s ability to reason about
a character’s mental states on the basis of what they read in the text. This made the Short Story
Task particularly well-suited for our purposes, because we were especially interested in how
a participant’s ability to reason about the mental states of others––to both sample and deploy
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information about their knowledge states––predicted their likelihood of making pragmatic infer-
ences consistent with a speaker’s knowledge states. Thus, we used the Short Story Task to
investigate whether individual differences in mentalizing predicted variability in the task used
in Experiment 1.

Experiment 2 had three goals. First, we wanted to test whether the findings in Experiment 1
would replicate in a new participant sample; specifically, that the speaker’s implied knowledge would
significantly predict which paraphrase the participant chose as the intended interpretation. Second,
we were interested in whether the same pattern of individual variability would arise. And third, if it
did, we wanted to determine whether it could be explained by mentalizing ability. If the variability in
interpretation is due to differences in the ability to model the mental states of others, then an
individual’s mentalizing score on the Short Story Task should significantly explain their effect size on
the paraphrase task from Experiment 1—stronger mentalizers should be more affected by implied
speaker knowledge.

Methods

Participants
Eighty-three different participants were recruited through Amazon Mechanical Turk, all right-
handed, native English speakers. Our target sample size was 80 participants, but as in Experiment
1, Amazon Mechanical Turk over-sampled to 83. Each participant was paid $2.50, and the experi-
ment took on average 20 minutes and 43 seconds to complete. Before excluding participants on the
basis of reaction times, there were 45 males, 37 females, and one participant who identified as non-
binary. The average age of participants was 33 (SD = 9.5), ranging from 19 to 66.

Procedure
Participants first completed the same task as in Experiment 1, using the same set of stimuli. They
read eight narrative passages, ending with an ambiguous utterance; after each passage, they selected
the best paraphrase of the speaker’s intentions. As in Experiment 1, the participants were randomly
assigned to one of two lists, counterbalanced for which items were in the Speaker Aware condition
and which were in the Speaker Unaware condition.

Then participants completed a version of the Short Story task (see Dodell-Feder et al., 2013, and
the paragraph below) that we adapted for Web experiments. The main difference was that instead of
verbally responding to questions posed by the experimenter, the participant read the questions on
the browser page and typed their answers in a text box. The SST is described in more detail in
Dodell-Feder et al. (2013), but a short summary of the task follows.

In the SST, the participant read a short story by Ernest Hemingway called The End of Something,
in which a romantic couple argue while fishing and ultimately split up. Neither the interior lives nor
the intentions of the characters are made explicit in the story; instead, to understand the story, the
reader must infer what one character thinks of another, why one character said what they did, and
how it might have made the other character feel. After finishing the story, the participant answered
14 questions designed to probe their mentalizing abilities, as well as their reading comprehension.
Mentalizing ability was further broken down into spontaneous mental state inference (whether
participants make inferences about a character’s mental state without any prompting to do so)
and explicit mental state reasoning (how well the participants track what different characters think
and feel when asked explicitly about them). Spontaneous mental state inference was a binary variable
indicating whether or not participants spontaneously made reference to a character’s mental states
when asked what happened in the story (e.g., whether they made mental state inferences, even when
unprompted). Explicit mental state reasoning was a continuous variable between 0 and 16, based on
a participant’s answers to eight questions designed to target this ability. For example, one such
question was: “What does Nick mean when he says, ‘It isn’t fun anymore’?” Full points (2) included
answers such as “He’s tired of the relationship” or “he wants to end the relationship”; 1 point was
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given to responses that acknowledged he was dissatisfied but not about the relationship specifically;
and 0 points were given to answers such as, “He’s not having fun fishing.”

Unlike the indirect requests task, the Hemingway story remained available to participants to read
while they answered the questions, so as to be consistent with the task’s implementation in Dodell-
Feder et al. (2013). Participants were also asked whether they had read the story before, and if so,
how long ago they read it, why they read it, how well they remembered it, whether it was familiar to
them, and whether they’d discussed the story with anyone. As mentioned above, the chief difference
between the version in Dodell-Feder et al. (2013) and our implementation was that the questions
were presented on the browser screen (instead of being asked by the experimenter), and participants
typed their responses instead of speaking them aloud.

Results

Before analyzing the data, we attempted to address the potential problem of inattentive subjects. We
computed the mean reaction times and their standard deviation per condition, then removed
participants who fell three standard deviations above or below the mean on at least twlo trials.
This resulted in the removal of two subjects. We also removed three subjects who did not answer all
of the questions (either on the indirect requests task, or the Short Story Task). This resulted in a total
of 78 participants. No subjects reported having read the Hemingway story before.

Indirect requests task
As in Experiment 1, there were significantly more request paraphrases in the Speaker Unaware
condition (M = 0.71, SD = 0.45) than the Speaker Aware condition (M = 0.29, SD = 0.46). This
difference is illustrated in Figure 3 above.

To test the main effect of condition predicting the choice of paraphrase, we ran a generalized
linear mixed effects model in R (Bates et al., 2015). As before, we began with the maximal model

Figure 3. Participants were more likely to interpret an ambiguous utterance as a request if they believed the speaker was unaware
of an obstacle to fulfilling that request (M = 0.71, SD = 0.45) than if the speaker was aware of an obstacle (M = 0.29, SD = 0.46).
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including a fixed effect of speaker knowledge, with random effects for subjects and items, as well as
by-subject and by-item random slopes for the main effect of speaker knowledge.

The full model explained significantlymore variance than a reducedmodel that omitted the fixed effect of
speaker knowledge but preserved the same random effects structure [X2(1) = 14.72, p= 0.0001]. This is
a successful replication of the primary finding of Experiment 1; implicit speaker knowledge significantly
affected which paraphrase judgment the participant chose. Furthermore, adding an interaction between
speaker knowledge and order of item presentation to a model with random intercepts for subjects and items
did not significantly improve the model over the model with only fixed effects of speaker knowledge and
order, [X2(1) = 0.68, p= 0.41]; this demonstrates, as before, that participants did not significantly change their
responding behavior over the course of the experiment. To verify that the effect of speaker knowledge was
present from the first trial, we ran a generalized linearmixed effectsmodel with a fixed effect of condition and
random intercepts for items (as well as by-item random slopes) on only every participant’s first trial only.
This explained significantlymore variance than the null model with only random intercepts for items (as well
as by-item random slopes), [X2(1) = 4.17, p = 0.04], meaning that most participants were naturally attending
to, inferring, encoding, and using the speaker’s knowledge states to infer intent.

We also asked participants what they thought the experiment was about. As before, we coded
their responses to determine whether they saw through the experimental manipulation. Only 6% of
participants mentioned anything about tracking the knowledge states of characters in a story. Just to
ensure that the significant findings were not the result of people seeing through the task, we re-ran
the generalized linear mixed effects model on the remaining 94% of participants, with speaker
knowledge as a fixed effect, random slopes for the effect of speaker knowledge for subjects and items,
and random intercepts for subjects and items. The full model explained significantly more variance
than the reduced model with only the random effects, [X2(1) = 13.4, p = 0.0003].

In Experiment 1, we observed substantial variability among participants in the degree to which
speaker knowledge predicted their interpretation of the ambiguous utterance. We observed similar
individual variability in Experiment 2 (see Figure 4). Overall, 72.5% of participants showed an effect
of speaker knowledge in the expected direction, meaning that when the speaker was aware of an
obstacle, these participants were less likely to interpret the utterance as a request. Only 17.5% of
participants showed a categorical effect of speaker knowledge in the expected direction, and 27.5% of
participants showed a null or negative effect of speaker knowledge.

SST coding and analysis
Participants’ responses to the 14 questions were coded by two condition-blind coders according to
the rubric provided by Dodell-Feder et al. (2013). These codes were then used to assign each
participant three scores: spontaneous mental state inference, reading comprehension, and explicit
mental state reasoning. The first score was binary (whether the participant spontaneously mentalized
or not), whereas the second and third were continuous variables. Reading comprehension scores
could range from 0 to 10, and explicit mental state reasoning scores could range from 0 to 16.

Inter-rater reliability between the two coders was lower than described in original study (Dodell-
Feder et al., 2013), as measured by Cohen’s kappa. Inter-rater reliability for explicit mental state
reasoning was the highest (.78), followed by reading comprehension (0.67); reliability for sponta-
neous mental state inference was considerably lower (0.47). Although the participants’ score dis-
tributions across coders were not identical, there was still a significant correlation for explicit mental
state reasoning (r = 0.87, p < 2.2*10−16), reading comprehension (r = 0.82, p < 2.2*10−16), and
spontaneous mental state inference (r = 0.52, p < 7.9*10−7). See Figure 5 for a comparison of
participants’ mental state reasoning scores across the two coders.

To address coder disagreements for the explicit mental state reasoning and reading comprehen-
sion scores, we simply took the mean of a participant’s score across the two coders. Since disagree-
ment was higher on the spontaneous mental state inference scores, we brought in a third condition-
blind coder to act as a tiebreaker.
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Because the SST is a novel instrument for measuring individual variability in mentalizing, we also
asked about its internal reliability using Cronbach’s alpha. Internal reliability for explicit mental state
reasoning was relatively high (alpha = 0.78), compared to the internal reliability of 0.54 reported by

Figure 4. Distribution of the effect of speaker knowledge across participants in Experiment 2. As in Experiment 1, effect size was
operationalized as the difference in the proportion of request interpretations across the speaker aware and speaker unaware
conditions.

Figure 5. Consistency across first and second coders for explicit mental state (M.S.) reasoning (Cohen’s kappa = 0.78, r = 0.87).
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Dodell-Feder et al. (2013). Internal reliability for reading comprehension was lower (alpha = 0.59),
though also higher than the value from the original study, which was 0.31.

Overall, reading comprehension on the SST was quite high (M = 8.9, SD = 1.4). The maximum
possible score was 10, and 50% of the participants scored at least a 9.5. The scores ranged from 3.5 to
10. This is consistent with the results of Dodell-Feder et al. (2013), in which participants all scored
between 6 and 10 (M = 9, SD = 1.2). Linear regression with heavily skewed data can lead the outliers
in a dataset to have a disproportionately large effect. Dodell-Feder et al. (2013) addressed this skew
by binning participants into low and high groups––essentially, those who showed a ceiling effect, and
those who did not. To be consistent with the original use of the instrument, we did the same,
binning the top 50% of participants into the high reading comprehension category, and the bottom
50% into the low reading comprehension category.

Explicit mental state reasoning scores were considerably more variable (M = 7.85, SD = 3.3). Out
of a maximum possible score of 16, 50% of participants scored above an 8.25, with a range of 1 to 15.
This is similar to the findings of Dodell-Feder et al. (2013), in which participants scored between 2
and 14 (M = 8.6, SD = 2.6). Visual inspection of the histogram (Figure 6) suggests the distribution is
not as normal as in Dodell-Feder et al. (2013). Critically for our purposes, the presence of substantial
variability suggests the task was successful in measuring variation across individuals.

Only 38% of participants made a spontaneous mental state inference (M = 0.38, SD = 0.42). This
is less than reported by Dodell-Feder et al. (2013), in which 50% of participants made at least one
mental state inference.

We also looked at the relationships between reading comprehension, explicit mental state reason-
ing, and spontaneous mental state inference. First, we found that binned reading comprehension
significantly predicted mental state reasoning scores [F(1, 78) = 9.5, p= 0.003], meaning individuals
who performed better on the reading comprehension task also had higher explicit mental state
reasoning scores. This is in contrast to Dodell-Feder et al. (2013), who found no significant
relationship between binned reading comprehension and explicit mental state reasoning. However,

Figure 6. Histogram of mental state reasoning scores across participants (M = 8.6, SD = 2.6).
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binned reading comprehension did not significantly predict the likelihood of someone making
a spontaneous mental state inference, as measured by a generalized linear model with a logit link [t
(78) = 0.4, p = 0.7]. Lastly, individuals who made spontaneous mental state inferences had numeri-
cally higher explicit mental state reasoning scores (M = 8.8, SD = 2.7) than those who did not
(M = 7.3, SD = 3.5), though this difference was only marginally significant [F(1, 78) = 3.7, p= 0.057].

We also asked whether each of the SST variables correlated with demographic variables such as
gender and age. Average explicit mental state reasoning for males (M = 7.57, SD = 3.3) was not
significantly different from average explicit mental state reasoning for females (M = 7.99, SD = 3.23),
[F(2, 77) = 2.6, p= 0.08]. There was also no significant effect of gender in predicting spontaneous
mental state inference in males (M = 0.29, SD = 0.46) or females (M = 0.4, SD = 0.5), [F(2,
77) = 0.72, p = 0.49], or binned reading comprehension score [X^2(2) = 1.98, p = 0.4]. Age was
not correlated with mental state reasoning ability (r= 0.03, p= 0.79), spontaneous mental state
inference (r= 0.09, p= 0.4), or binned reading comprehension (r= 0.15, p= 0.17).

SST and indirect requests
The novel research question of Experiment 2 was whether individual variability in the effect size of
speaker knowledge could be predicted by individual differences in mentalizing ability or propensity,
when accounting for differences in reading comprehension generally. We operationalized mentaliz-
ing ability as a participant’s explicit mental state reasoning SST score, mentalizing propensity as
a participant’s spontaneous mental state inference SST score, and reading comprehension as
a participant’s reading comprehension score.

Mentalizing ability and indirect requests
Our first question was whether a participant’s mentalizing ability predicted the extent to which they
incorporated a speaker’s knowledge into their interpretation. If mentalizing is an important part of
pragmatic inference, then participants who are better at reasoning about the mental states of others
should be more likely to factor in a speaker’s knowledge state when interpreting their intentions.

Figure 7. Participants were more likely to interpret ambiguous utterances as requests when speakers were unaware of an obstacle
to fulfilling the request (M = 0.57, SD = 0.496) than when speakers were aware (M = 0.42, SD = 0.49).
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Specifically, explicit mental state reasoning should interact with speaker awareness when predicting
a participant’s paraphrase judgment.

We ran a generalized linear mixed effects model with paraphrase judgment as the dependent
variable, an interaction between explicit mental state reasoning and speaker awareness (as well as
fixed effects for both), and random slopes for items. We then compared this model to the reduced
model with only fixed effects of speaker awareness and explicit mental state reasoning, as well as the
random slopes for items and found that the full model explained significantly more variance [X2

(1) = 16.28, p = 5.5*10−5].
However, it is possible that the improved explanatory power of the model was actually indirectly

caused by variability in reading comprehension, since individuals who performed in the top 50% of
participants on the reading comprehension task also had higher explicit mental state reasoning
scores. In other words, participants may be more likely to integrate a speaker’s knowledge states into
their interpretation not because of mentalizing in particular, but because they read the passage more
closely overall. If this is true, variability in the SST reading comprehension scores should also explain
variability in a participant’s likelihood to encode and deploy information about the speaker’s
knowledge, and variability in mentalizing should not provide any additional explanatory power
beyond variability in binned reading comprehension.

To evaluate this, we tested whether a model including both variability in explicit mental state
reasoning and binned reading comprehension explained significantly more variance than a model
with only reading comprehension. First, we constructed a generalized linear mixed effects model
with paraphrase judgment as the dependent variable, an interaction between binned reading
comprehension and speaker awareness (as well as fixed effects for both), and random slopes for
items. We found that this model explained significantly more variance than the reduced model with
only the fixed effects of speaker awareness and binned reading comprehension [X2(1) = 15.302,
p = 9.2*10−5]. This suggests that variability in reading comprehension ability partially predicts
a comprehender’s likelihood of encoding and deploying a speaker’s knowledge states.

We then added an interaction between speaker awareness and explicit mental state reasoning (as
well as a fixed effect of explicit mental state reasoning), and compared it to a model including an
interaction between reading comprehension and speaker awareness and only the fixed effect of
explicit mental state reasoning. If variability in participants’ performance on the indirect requests
task is primarily due to general differences in reading comprehension, the full model including the
interaction between mentalizing and speaker awareness should not explain any additional variance.
If, however, variability in mentalizing also produces differences in the indirect requests task, then the
full model with the interaction should explain extra variability beyond variability in reading
comprehension.

Indeed, model comparisons revealed that the full model with both measures of individual
differences explained significantly more variance than the model including only the interaction
with binned reading comprehension [X2(1) = 9.2, p = 0.002]. The full model also explained
significantly more variance than a model omitting the interaction between reading comprehension
and speaker awareness [X2(1) = 8.73, p = 0.003]. (Note that the explanatory power of mentalizing did
not depend on the dichotomization of the reading comprehension variable; in an additional analysis
using an ordinal rank coding of reading comprehension, instead of the low/high binning, a full
model including the interaction with mentalizing still explained more variance the model with only
the fixed effect of mentalizing and the interaction with ranked reading comprehension, [X2(1) = 5.6,
p = 0.02].)

Although mentalizing ability and reading comprehension are correlated, mentalizing ability
explains variance in participants’ paraphrase judgments above and beyond that accounted for by
reading comprehension differences. In other words, a participant’s likelihood of encoding and
deploying information about a speaker’s knowledge states for their paraphrase judgment is depen-
dent not only on how closely they read the passage overall, but specifically on how skilled they are at
inferring and using the mental states of others.
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Mentalizing propensity and indirect requests
We also wanted to know whether a participant’s propensity to mentalize, as measured by their
spontaneous mental state inference score, predicted the effect on the first task. We ran a generalized
linear mixed effects model with paraphrase judgment as the dependent variable, an interaction
between spontaneous mental state inference and speaker awareness (as well as fixed effects for both),
and random slopes for items. We then compared this model to the reduced model with only fixed
effects of speaker awareness and spontaneous mentalizing, and found that it did not explain
significantly more variance, [X2(1) = 1.6, p = 0.21]. There was a significant main effect of speaker
awareness in the full model [z = 5.4, SE = 0.32, p = 7.62*10−8], no significant main effect of
spontaneous mental state inference (p = 0.45) and no significant interaction between them
(p= 0.21). This suggests that a participant’s propensity to mentalize unprompted did not predict
the extent to which they factored in speaker knowledge when interpreting the speaker’s intentions.

We also thought it might be possible that spontaneous mental state inference would only cause
a difference on the first trial, before participants learned to pay attention to speaker knowledge. To
test this, we performed the same analysis as above, but only on the first trial for each participant (and
with only random intercepts for items, because there was only one observation for each participant).
The full model with an interaction between spontaneous mental state inference and speaker aware-
ness did not explain significantly more variance than the reduced model with only a fixed effect of
speaker awareness [X2(1) = 0.4, p = 0.53].

Discussion

Our first goal with Experiment 2 was to replicate the findings of Experiment 1. As before, we found
that participants were more likely to choose a “request” paraphrase when the speaker was not aware
of an obstacle to fulfilling the request. This suggests that pragmatic interpretation overall is at least
partially modulated by an understanding of what a speaker knows or doesn’t know. Furthermore, the
fact that this effect was present both on the first trial, and among participants who did not under-
stand what the experiment was about, suggests that participants were naturally attending to and
encoding what the characters in a story knew.

As in Experiment 1, there was also considerable individual variability in the degree to which
a speaker’s knowledge predicted participants’ inference. Previous work has suggested that pragmatic
inference and mentalizing ability are related. If this is true, then individual variability in mentalizing
ability should help explain why certain participants were more likely to factor in a speaker’s knowl-
edge when inferring their intentions—above and beyond participants’ variability in reading com-
prehension more generally. Furthermore, we hypothesized at least two mentalizing variables that
could predict performance on the task: mentalizing ability (how skilled someone is at reasoning
about the mental states of others) and mentalizing propensity (how much someone tends to reason
about the mental states of others).

We used the SST to capture individual differences in mentalizing ability and propensity via the
explicit mental state reasoning and spontaneous mental state inference measurements, respectively.
As in the original paper, we found that most participants performed quite well on reading compre-
hension, suggesting that overall, participants were paying attention to the events in the story, despite
the adaptation to a Web-based design. There was considerably more variability in mentalizing ability
and propensity, suggesting that this measurement captured something beyond differences in how
closely participants read the story overall, but rather how closely they attended to information about
the characters’ mental states.

Ultimately, we found that while differences in unprompted mentalizing propensity did not
predict performance on the first task, differences in mentalizing ability did—adding a term for
mentalizing ability improved the model beyond the model that just accounted for variability in
reading comprehension. This dissociation from reading comprehension shows that the individual
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participant differences are not just due to how closely they read the stories; even more variability is
explained by how skilled participants were at explicitly reasoning about the mental states of others.

These results have several implications for models of pragmatic inference. The overall effect of
a speaker’s knowledge on participants’ judgments of their intentions shows that for the most part,
comprehenders are sensitive to changes in speaker knowledge states and they use these changes in
speaker knowledge states to adjudicate between the possible interpretations of an utterance.
Furthermore, individual differences in mentalizing ability modulated the effect of speaker knowledge
on interpretation. This suggests that mentalizing plays a role in the process of inferring speaker
intent—whether for encoding information about the speaker’s knowledge, actively using that
information during inference, or both.

However, there was one concerning limitation to this study. Namely, the paraphrase judgments
for both Experiment 1 and Experiment 2 included information about the speaker’s knowledge state
in the “non-request” option. This means that participants may not have been explicitly adjudicating
between “request” and “non-request” interpretations, but rather implicitly adjudicating between
speaker knowledge states. Thus, we cannot determine whether mentalizing differences predict
differences in how comprehenders incorporate speaker knowledge into their pragmatic interpreta-
tions or into their judgments of what people know. To be clear, in either case, the results from
Experiments 1 and 2 indicate that comprehenders are making inferences about speaker knowledge
states. The question is what they are using that knowledge for. To address this question, we designed
Experiment 3.

Experiment 3

In Experiments 1–2, participants’ interpretations of an ambiguous utterance was assessed according
to which paraphrase judgment they chose. One potential criticism of this methodology is that the
non-request paraphrase judgment required specifying the speaker’s knowledge state, e.g., “Since
your car is in the shop, how are you getting to the party?” (See Appendix.) Thus, participants may
have been choosing answers based on which knowledge states they had encoded, as opposed to their
actual pragmatic interpretation. This is problematic for interpreting how comprehenders are using
inferred speaker knowledge for pragmatic interpretation, as well as the individual differences—it
could just be that participants with better mentalizing abilities are also better at encoding a speaker’s
knowledge state in the primary task.

Thus, instead of paraphrase judgments after each passage, participants in Experiment 3 were
simply asked: “Is [the speaker] making a request?” If comprehenders use inferred speaker knowledge
to make pragmatic interpretations, we should observe a qualitatively similar pattern of results, in
which the speaker’s awareness of an obstacle to fulfilling a request influences whether a participant
answers “Yes” or “No.” Participants also completed the Short Story Task, just as in Experiment 2, so
that we could assess whether the size of this effect interacted with individual differences in
mentalizing ability.

Methods

Participants
Eighty-four new participants were recruited through Amazon Mechanical Turk, all right-handed,
native English speakers. We aimed to recruit 80 participants, but Amazon Mechanical Turk over-
sampled to 84 participants. Each participant was paid $2.50, and the experiment took on average
22 minutes and 42 seconds minutes to complete. Before excluding participants on the basis of
reaction times, there were 46 males, 37 females, and one participant who identified as non-binary.
The average age of participants was 34.3 (SD = 9.7), ranging from 20 to 64.
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Procedure
Participants first completed a modified version of the task from Experiments 1–2, using the same set
of stimuli. Each participant read eight narrative passages, all of which ended with a potential indirect
request. After reading each passage, the participant was asked: “Is [the speaker] making a request?”
As in Experiments 1–2, the order of the eight passages was randomized. Participants were also
randomly assigned to one of two lists, counterbalanced for which items were in which condition.

Participants then completed the modified Web version of the SST (Dodell-Feder et al., 2013);
there were no modifications made to the SST between Experiment 2 and Experiment 3. Finally,
participants provided demographic information (gender, age, and whether or not they were a native
English speaker), and answered what they thought the experiment was about.

Results

Before analyzing the results, we addressed the potential problem of inattentive subjects by removing
subjects whose reading times on task 1 deviated from the mean reading time by three standard
deviations on more than one trial for both the Speaker Aware and Speaker Unaware conditions. This
resulted in the removal of one participant. We also removed one participant who did not answer all
of the questions on the first task. No participants reported having read the Hemingway story before.

Indirect requests task
Participants were more likely to interpret an ambiguous utterance as a request when the speaker was
unaware of an obstacle (M = 0.57, SD = 0.496) than when the speaker was aware (M = 0.42,
SD = 0.49). See Figure 7 for an illustration of this difference.

To test whether speaker knowledge played a significant role in pragmatic interpretation, we
constructed a generalized linear mixed effects model with interpretation (Yes/No) as the dependent
variable, a fixed effect of speaker knowledge, and random intercepts for subjects and items (as well as
by-subject and by-item random slopes). We compared this model to a reduced model preserving the
same random effects structure but omitting the fixed effect of speaker knowledge, and found that the
full model explained significantly more variance [X2(1) = 7.8, p= 0.005], suggesting that compre-
henders use a speaker’s knowledge states to infer their pragmatic intentions. Adding an interaction
between knowledge state and order with random intercepts for subjects and items did not explain
significantly more variance than a model with only fixed effects for speaker knowledge and item
order (with the same random effects) [X2(1) = 1.09, p = 0.297]. To verify that the effect was present
from the first trial, we constructed a model with a fixed effect of speaker knowledge, as well as
random intercepts for items (and by-item random slopes for the effect of speaker knowledge) on
only the first trials. This model was only a marginal improvement over a null model with the same
random effects for responses on the first trial [X2(1) = 2.93, p= 0.087].

We also coded whether or not participants understood what the experiment was about. Only 2.5%
of subjects were coded as seeing through the manipulation of speaker knowledge; the other 97.5%
gave responses ranging from “I don’t know” to “reading and responding to stories,” which was the
title of the experiment on Amazon Mechanical Turk. To ensure that the primary findings were not
a result of people immediately seeing through the experiment, we filtered out participants who
understood what the experiment was about and reran the generalized linear mixed effects model
with a fixed effect of speaker knowledge, and random intercepts for subjects and items (as well as by-
subject random slopes for the effect of speaker knowledge). We compared this model to the reduced
model with only the random effects, and found that it explained significantly more variance [X2

(1) = 14.72, p = 0.0001].

SST coding and analysis
As in Experiment 2, we coded participants’ responses to the SST according to the rubric provided by
Dodell-Feder et al. (2013). This again yielded three scores: explicit mental state reasoning, reading
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comprehension, and spontaneous mental state inference. Inter-rater reliability as measured by Cohen’s
kappa was highest for reading comprehension (0.75), followed by explicit mental state reasoning
(0.68), with much lower agreement on spontaneous mental state inference (0.41). We addressed
disagreement for explicit mental state inference and reading comprehension by taking the mean of
the scores from each coder. Spontaneous mental state inference scores had considerably lower
reliability, and were also binary, so a condition-blind third coder adjudicated between the disagree-
ments. Internal reliability for explicit mental state reasoning was relatively high (alpha = 0.73), with
reading comprehension scoring slightly lower (alpha = 0.72).

Participants scored well on reading comprehension overall (M = 8.6, SD = 1.9), consistent with
Experiment 2 and Dodell-Feder et al. (2013); 50% of participants scored at least a 9.5 out of 10. As in
Experiment 2 and Dodell-Feder et al. (2013), we performed a median split for reading comprehen-
sion, splitting participants into high and low bins. There was more variability for explicit mental state
reasoning (M = 7.84, SD = 2.95); 50% of participants scored at least an eight out of 16, with scores
ranging from 0 to 14. Visual inspection of the histogram (Figure 8) suggests the data is slightly left-
skewed, though it also appears to capture substantial variability across participants. Finally, only
33.3% of participants made a spontaneous mental state inference (SD = 0.47).

As in Experiment 2, binned reading comprehension significantly predicted explicit mental state
reasoning [F(1, 78) = 5.5, p = 0.02]. Spontaneous mental state inference score did not significantly
predict explicit mental state reasoning score [F(1, 79) = 0.724, p = 0.4], but was marginally related to
a participant’s binned reading comprehension [t(79) = 1.8, p = 0.07].

We also examined whether variability along these dimensions was related to demographic
variables. Explicit mental state reasoning for males (M = 7.23, SD = 2.98) was slightly lower than
for females (M = 8.56, SD = 2.83), but gender did not significantly predict explicit mental state
reasoning [F(2, 78) = 2.8, p = 0.13] or spontaneous mental state inference [X2(2) = 2.7, p = 0.26].
However, gender did significantly predict binned reading comprehension [X2(2) = 6.15, p = 0.05],
with females scoring on average higher (M = 9.12, SD = 1.5) than males (M = 8.03, SD = 2.02).
Finally, age was not correlated with mental state reasoning (r= −0.002, p= 0.9), spontaneous mental
state inference (r= 0.01, p= 0.9), or binned reading comprehension (r= 0.1, p= 0.4).

Figure 8. Explicit mental state reasoning scores across participants (M = 7.84, SD = 2.85).
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SST and indirect requests
Our other goal with Experiment 3a was to investigate whether the apparent interaction between
speaker knowledge and mentalizing ability could be replicated, particularly when the dependent
variable was a participant’s explicit pragmatic interpretation, as opposed to a paraphrase judgment
(as in Experiment 2).

Mentalizing ability and indirect request comprehension. We first asked whether a participant’s
explicit mentalizing ability predicted the extent to which they factored a speaker’s knowledge state
into their pragmatic interpretations. To test this, we built a generalized linear mixed effects model
with pragmatic interpretation as the dependent variable, an interaction between explicit mentalizing
ability and speaker knowledge (as well as fixed effects for both), and random slopes for items. We
compared this model to a reduced model with only fixed effects of speaker knowledge and explicit
mentalizing, as well as random intercepts for subjects and items, and found that the model including
the interaction explained significantly more variance [X2(1) = 7.64, p = 0.006. As in Experiment 2,
adding the interaction term diminished the main effect of speaker knowledge (p = 0.23), but there
was a significant effect of mentalizing ability [z = −2.5, SE = 0.04, p = 0.01], and a significant
interaction between the two [z = 2.75, SE = 0.06, p = 0.006]. In other words, participants with better
mentalizing ability were more likely to account for a speaker’s knowledge state in their pragmatic
interpretations.

Since mentalizing ability was correlated with reading comprehension, we also tested whether
explicit mentalizing accounted for more variance than variability in reading comprehension. First,
we built a model with an interaction between reading comprehension and speaker knowledge, an
interaction between mentalizing and speaker knowledge, fixed effects for mentalizing, speaker
knowledge, and reading comprehension, and by-item random slopes for the effect of speaker
knowledge. We compared this model to a reduced model which omitted the interaction between
mentalizing and speaker knowledge, and found that the full model explained significantly more
variance [X2(1) = 5.9, p = 0.015]. However, the full model did not explain significantly more variance
than a model which omitted only the interaction between reading comprehension and speaker
knowledge [X2(1) = 0.38, p = 0.54].

Consistent with the findings of Experiment 2, this suggests that the additional variance is best
explained by differences in mentalizing ability in particular, rather than differences in reading
comprehension. For the model with both interactions, the interaction between mentalizing and
speaker knowledge was significant [z = 2.4, SE = 0.06, p = 0.02]; there was also a significant main
effect of mentalizing ability [z = −2.7, SE = 0.04, p = 0.008], and there was no longer a significant
main effect of speaker knowledge (p> 0.5). As in Experiment 2, including the interaction with
mentalizing significantly improved the model even when reading comprehension was coded as an
ordinally ranked variable, [X2(1) = 3.8, p = 0.05].

Spontaneous mental state inference and indirect requests
We were also interested once again in whether a participant’s spontaneous mental state
inference score predicted the extent to which they incorporated speaker knowledge states
into their pragmatic interpretation. To operationalize this, we ran a generalized linear mixed
effects model with pragmatic interpretation as the dependent variable, an interaction between
spontaneous mentalizing and speaker knowledge (and fixed effects for both), and random
intercepts for subjects and items. We compared this model to a reduced model with only the
fixed effects of speaker knowledge and spontaneous mentalizing, and found that, as in
Experiment 2, adding the interaction did not explain significantly more variance in responses
[X2(1) = 1.96, p = 0.16]. The main effect of speaker knowledge was preserved in the full model
[z = 2.3, SE = 0.21, p = 0.02].
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Discussion

In Experiment 3, we addressed a limitation of Experiments 1–2, in which the response options
after each passage conflated speaker knowledge with pragmatic interpretation. Here, we directly
asked participants whether they thought the speaker was making a request, and found that the
overall effect of speaker knowledge on pragmatic interpretation was preserved. Furthermore, the
size of this effect varied systematically with differences in mentalizing ability—participants with
higher mentalizing scores were more likely to factor speaker knowledge into their pragmatic
interpretation in the expected direction, above and beyond variability in reading comprehension
ability, suggesting that variability on the indirect requests task is well-accounted for by mentaliz-
ing in particular. Together, these results support the hypothesis that comprehenders use a model
of a speaker’s knowledge states to infer their intentions, and that the extent to which they do this
is related to their mentalizing ability.

One other confound still present in Experiment 3 is that the request interpretation was always the
preferred one in the Speaker Unaware condition. Thus, it is possible that comprehenders are simply
more likely to interpret ambiguous utterances like “It’s cold in here” as requests when the speaker
knows less than the comprehender. While this explanation of the results above would still suggest
that comprehenders are reliably sampling information about a speaker’s knowledge states, it would
not demonstrate that they rely on the content of a speaker’s knowledge states to infer their intent. To
address this confound, we designed a follow-up experiment in which the obstacle to fulfilling
a request was always common ground, and where speakers were either aware (Speaker Aware) or
unaware (Speaker Unaware) of a solution to this obstacle. In these passages, the comprehender was
always aware of both the obstacle and a solution to the obstacle. As reported in the Supplementary
Materials, we found that comprehenders were more likely to interpret ambiguous utterances as
requests when the speaker was aware of a solution to the obstacle (M = 0.68, SD = 0.47) than when
the speaker was unaware (M = 0.31, SD = 0.47). In other words, the request interpretation was now
more likely to be selected when the speaker’s knowledge states were aligned with the comprehen-
der’s, demonstrating that comprehenders do not just interpret ambiguous utterances as requests
when the speaker knows less than them.

Finally, there was a notable change in Experiment 3 (as well as in the experiment reported in the
Supplementary Materials) in the size of the effect of speaker knowledge. There are several possible
explanations for this difference, which will be addressed in the General Discussion.

General discussion

Pragmatic ambiguity pervades everyday conversation. Comprehenders must therefore make frequent
inferences about what the speaker intends on the basis of underspecified input. This is especially true
in the case of non-conventional indirect requests. We investigated whether comprehenders make
these inferences in part on the basis of what they infer the speaker knows and believes about the
world, and whether the extent to which they do this depends on their mentalizing ability.

In three experiments, we found that comprehenders’ inferences about a speaker’s intentions were
sensitive to changes in the speaker’s implied knowledge states. The same utterance was more likely to
be interpreted as a request when the speaker could be inferred to be unaware of an obstacle to
fulfilling the request than when the speaker was aware of the obstacle—even though the compre-
hender critically knew about the obstacle in both situations. Moreover, as reported in the Experiment
3 Discussion, this effect is not simply due to participants being more likely to interpret ambiguous
utterances as requests when a speaker has divergent knowledge states. When the speaker’s potentially
divergent knowledge state concerned a possible solution to an obstacle, participants were more likely
to interpret the utterance as a request when the speaker was aware of the solution. Furthermore, this
effect was robust from the first trial in Experiments 1–2 and in the experiment reported in the
Supplementary Materials, and still present (though weaker) in the first trial on Experiment 3. This
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suggests that at least in these studies, participants spontaneously encoded information about what
other characters in a story might know, and used this information for pragmatic disambiguation,
despite not having been instructed to pay attention to divergent knowledge states in the stories.

The results of all three experiments point to a role for models of others’ mental states in inferring
a speaker’s intentions. Of further interest, there were considerable individual differences across
participants in the extent to which their interpretations could be predicted from the speaker’s
knowledge states. Some participants performed categorically, always basing their interpretation on
what a speaker could be inferred to know, while others seemingly incorporated a speaker’s knowl-
edge only some of the time or not at all. In Experiments 2 and 3, we found that these differences
could be partially explained by underlying variability in participants’ explicit mentalizing ability—the
ability to encode and represent the belief states of others, as measured by the Short Story Task (SST).
To the extent that the SST captures true variability in mentalizing, this suggests that mentalizing
ability is an important variable for understanding non-conventional indirect requests—strengthening
the link between mentalizing and pragmatic inference. Specifically, better mentalizers are more likely
to incorporate information about a speaker’s inferable belief states into their pragmatic
interpretation.

However, there are still several open questions about the role of mentalizing in pragmatic
inference. As noted in the Experiment 3 Discussion, there was a considerable difference in the
magnitude of the effect of speaker knowledge between Experiments 1–2 and Experiment 3. The
experimental protocols were different: Experiments 1–2 indirectly assessed pragmatic interpretation
and a participant’s ability to identify a speaker’s knowledge states, and Experiment 3 directly assessed
pragmatic interpretation. This raises the question: Why did participants show a more marked effect
in Experiments 1–2 than Experiment 3?

It is unlikely that participants in Experiment 3 were simply worse overall at encoding a speaker’s
knowledge states, given the similarity in mentalizing distributions across Experiments 2 and 3.
Instead, the difference in outcomes is likely due to differences in the tasks. One possible explanation
points to distinct states in integrating information about speaker knowledge. As mentioned in the
Introduction, engaging mentalizing for pragmatic inference might involve several subprocesses:
sampling or encoding speaker knowledge and deploying this information during pragmatic infer-
ence. Experiments 1 and 2 could be successfully completed on the basis of the first sub-process alone
(knowledge sampling and encoding) because literal paraphrases included descriptions of inferable
speaker knowledge. But this was not true for Experiment 3, where responses were high-level speech-
act descriptions (e.g. “Is [the speaker] making a request?”). To display an effect of speaker knowledge
on Experiment 3, participants had to both encode information about speaker knowledge and later
use it for inference. On this reasoning, there must have been some trials in Experiment 3 in which
participants successfully made inferences about what the speaker knew, but then did not use this
information for inferring intent.

However, the current design does not indicate whether the conversion rate from knowledge to
pragmatic inference was consistent across individuals. In principle, it could be that participants
varied in how reliably they inferred speaker mental states, but that they integrated that knowledge
into their pragmatic inferences at a uniform rate. Better mentalizers might focus more attention on
cues that give insight into an interlocutor’s mental states, leading them to make inferences about
what an interlocutor knows or does not know. Alternatively, participants could vary not just in their
likelihood of correctly inferring a speaker’s knowledge states from implicit information, but also in
their success at deploying this information for pragmatic inference. Mentalizing could affect how
likely a comprehender is to deploy the information they’ve encoded about a speaker’s knowledge
states in the following way: given that two comprehenders have both identified that a speaker is
unaware of a broken heater, the better mentalizer might be more likely to find that information
relevant (and access it in a timely manner) for inferring what a speaker means when they say, “It’s
cold in here.” Future work should aim to isolate these two stages to better characterize the
mechanisms involved in each.
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As Trott and Bergen (2017) describe, comprehenders must both: 1) recognize the possible
pragmatic interpretations of an utterance; and 2) sample and deploy whatever contextual informa-
tion helps disambiguate these interpretations. Our results speak to the latter process––information
about a speaker’s knowledge state assists in disambiguation––but do not explicitly speak to how or
when comprenders recognize that an utterance could be a request in the first place. Relevant to the
question of how is the obstacle hypothesis (Gibbs, 1986), which argues that speakers produce requests
that address the most salient obstacle in the situational context; these conventionalized indirect
requests are read faster than less canonical request forms, suggesting that they might be easier to
process. None of the requests in our study addressed an obstacle to fulfilling that request, though it is
possible that certain utterance-context pairings were more conventionalized than others; this is
consistent with the results of Experiment 3, in which some items had a higher rate of request
interpretations overall (despite all showing a main effect of speaker knowledge). As of yet, it is
unknown whether these differences were due to formal properties of the utterances themselves (e.g.,
It’s cold in here might be more recognizable to most comprehenders as a request than This wine is
excellent), the salience of particular obstacles and solutions in the situational context (e.g., whether
a blanket is at hand, even if the heater is broken), or both. In Experiments 1–3, we were specifically
interested in the role that a speaker’s knowledge states played in pragmatic inference, but future
research will investigate the interplay between a model of the speaker and the conventionality of the
utterance.

Regarding when, it is unknown at what point in the comprehension process participants in our
experiments entertained alternative interpretations of a potential request (if at all). In two previous
experiments (Coulson & Lovett, 2010; Gibbs, 1979), comprehenders seemed to have early access to
the request interpretation; this suggests that comprehenders need not always begin with the literal,
compositional interpretation of an utterance, then use the Principle of Relevance to derive the
intended interpretation, as is posited by Relevance Theory (Sperber & Wilson, 1987). Instead, cues
in the situational and linguistic context can sometimes provide direct access to the nonliteral
interpretation. However, it is unknown whether these findings would extend to cases in which the
only disambiguating cue is what the speaker can be inferred to know. Future work should aim to
characterize the temporal dynamics of how comprehenders entertain competing interpretations,
particularly when the disambiguating feature is information about a speaker’s perspective, either by
applying time pressure (as described below), or by analyzing the trajectory of mouse movements
towards a final interpretation, as has been used in previous work to characterize the time course of
certain cognitive processes (Duran, Nicholson, & Dale, 2017; Spivey, Grosjean, & Knoblich, 2005).

Another open question is whether the findings reported here generalize to naturalistic dialogue.
The results of Experiments 1–3 demonstrate that reasoning about a speaker’s mental states is useful
for inferring the intentions of a character in a story, but do not demonstrate that comprehenders rely
on mentalizing in actual conversations. There are two reasons why mentalizing might play a reduced
role in conversation.

First, conversations are carried out at a very rapid pace; this time pressure could impose
constraints in both the production and processing of utterances, leaving interlocutors little time to
track divergent knowledge states. As mentioned in the Introduction, previous work (Deliens et al.,
2017; Horton & Keysar, 1996) has found that imposing time constraints led to an increase in
egocentric biases for both speakers and comprehenders, suggesting that perspective-taking is
a cognitively demanding and time-consuming process. In our study, participants were given ample
time to both read the passage and interpret the ambiguous utterance—thus, if there are temporally-
induced bottlenecks in either the encoding or deployment of speaker knowledge states, our experi-
ment was not designed to discover them. Future work should investigate whether imposing time
constraints affects either the encoding of divergent speaker knowledge states, or the deployment of
these knowledge states during pragmatic inference. This would also yield a clearer picture of how
information about a speaker’s mental states is integrated during the process of comprehending non-
conventional indirect requests.
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Second, the interactive alignment account (Pickering & Garrod, 2004) argues that interlocutors in
actual conversations do not have to reason extensively about each other’s knowledge states, but
instead form implicit common ground via iteratively aligning multiple levels of representation—this,
in turn, facilitates online predictions about what a speaker will say and mean. The formation of
implicit common ground is argued to reduce the chance of misaligned situation models, thereby also
reducing the need to track a conversational partner’s mental states. In other words, conversation is
made easier because dynamic interaction facilitates alignment. When misalignment does occur,
Pickering and Garrod (2004) argue that it is resolved through an interactive repair process.

The findings reported above are not incompatible with a situated and nuanced version of the
interactive alignment account. If our current findings are replicated in naturalistic dialogues, they
could be reconciled with the interactive alignment account in the following way. For the most part,
low-level mechanisms reduce the chance of misaligned situation models during interaction. In the
case of misalignment, at least some comprehenders recruit mentalizing processes to reason about
what the speaker may or may not know—particularly when faced with the task of inferring
a speaker’s intentions from a pragmatically ambiguous utterance. Notably, not all comprehenders
do this to the same extent. Thus, when there is both misalignment and insufficient mentalizing on
the part of the listener, a miscommunication will arise––potentially leading to the need for the
interactive repair process described by Pickering and Garrod (2004). Future work should investigate
the extent to which listeners in actual conversations track a speaker’s knowledge states and use them
to differentiate between multiple pragmatic interpretations.

Finally, the results reported here do not speak to whether or howmentalizing is engaged for other kinds
of pragmatic inference. Pragmatic ambiguity includes not only other indirect speech acts, such as indirect
replies, but also sarcasm, irony, ambiguous reference, veiled threats, and more. Some have argued that
understanding ambiguous utterances, such as irony, relies on the attribution of second-order beliefs to the
speaker (Winner & Leekam, 1991), but others (Deliens et al., 2017; Keysar, 1994) have found that
participants do not always account for differences in mutual knowledge when predicting how a third-
party will interpret a potentially ironic utterance. Future work should investigate whether mentalizing and
differences in it play a role in understanding other kinds of pragmatic ambiguity. Given the limited
bandwidth and ambiguous nature of language, it would hardly be surprising if comprehenders used any
and all resources at their disposal to figure out what anyone ever means—and that includes resources
evolved for entirely different purposes like inferring the mental states of others.
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Appendix

Stimuli for Experiments 1–3.

(1)

Speaker Aware

You and your friend Jonathan are taking a road trip. You began in California, and are now passing through Michigan.
It’s almost winter, so it’s very cold outside—especially for Southern California dwellers like you and Jonathan. You see
that you’re almost out of gas, so you stop at a gas station in a small town.

You fill up the tank, and then the two of you go inside the gas station to buy some water and snacks. When you return
to the car and start up the engine, you and Jonathan notice with some dismay a blinking light, which indicates that the
car’s heating system is broken. You both bundle up.

As you leave the station, Jonathan shivers in his seat. He turns to you and says, “Man, it’s really cold in here.”

Speaker Unaware

You and your friend Jonathan are taking a road trip. You began in California, and are now passing through Michigan.
It’s almost winter, so it’s very cold outside—especially for Southern California dwellers like you and Jonathan. You see
that you’re almost out of gas, so you stop at a gas station in a small town.

While you fill up the tank, Jonathan goes inside to buy some water and snacks. As you’re checking the meter, you
notice with some dismay a blinking light, which indicates that the car’s heating system is broken. You finish filling up
the gas and wait for Jonathan.

Jonathan returns with some snacks, and you both set off. As you leave the station, he shivers in his seat. He turns to
you and says, “Man, it’s really cold in here.”

Paraphrase option (Experiments 1–2):

Could you turn on the heater?

I’m really cold; it’s too bad the heater is broken.

Experiment 3 prompt:

Do you think he is making a request?

(2)

Speaker Aware

You’ve been renting a house with your two roommates, Lisa and Brian, for three months now. Things are going well,
though both you and Lisa are not very responsible about cleaning; consequently, the house has a tendency to get dirty
quickly—unwashed dishes in the sink, cluttered counters, the whole shebang.

Even worse, you and Lisa are directly responsible for the latest mess, which is the product of a recent dinner party.
Brian’s something of a neat freak, so he’s pretty anxious about the mess.

This morning, during a house meeting with you and Brian, Lisa volunteered to take the lead on cleaning the kitchen
when she gets home from work this evening.

In the afternoon, while Lisa is still at work, you and Brian are standing in the kitchen doorway, gazing in. Brian turns
to you and says, “You guys really did a number on the kitchen.”

Speaker Unaware

You’ve been renting a house with your two roommates, Lisa and Brian, for three months now. Things are going well,
though both you and Lisa are not very responsible about cleaning; consequently, the house has a tendency to get dirty
quickly—unwashed dishes in the sink, cluttered counters, the whole shebang.

Even worse, you and Lisa are directly responsible for the latest mess, which is the product of a recent dinner party.
Brian’s something of a neat freak, so he’s pretty anxious about the mess.

This morning, while Brian was still sleeping, Lisa volunteered to take the lead on cleaning the kitchen when she gets
home from work this evening.
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In the afternoon, while Lisa is still at work, you and Brian are standing in the kitchen doorway, gazing in. Brian turns
to you and says, “You guys really did a number on the kitchen.”

Paraphrase option (Experiments 1–2):

Could you clean up the kitchen when you get a chance?

This kitchen is really dirty; good thing Lisa will take care of it soon.

Experiment 3 prompt:

Do you think he is making a request?

(3)

Speaker Aware

You accompany your teenage daughter, Sarah, to the doctor so that she can be tested for allergies. She’s quite reluctant
to go, but you promise her that after the appointment, you can go out to her favorite hamburger joint. The
appointment goes well, and is very informative; as it turns out, Sarah does have several major food allergies. The
doctor gives you a pamphlet containing more detailed information. Then, as promised, you take Sarah to a nearby
diner to buy some hamburgers. You order a hamburger and some fries for yourself, a cheeseburger for Sarah, then sit
down.

When Sarah sits down, you flip through the pamphlet together; you’re both surprised to learn that she’s allergic to
members of the “nightshade” family, which includes eggplant and potatoes.

About five minutes later, your food is served. Sarah eyes your plate of fries and says, “Man, those fries look
delicious…”

Speaker Unaware

You accompany your teenage daughter, Sarah, to the doctor so that she can be tested for allergies. She’s quite reluctant
to go, but you promise her that after the appointment, you can go out to her favorite hamburger joint. The
appointment goes well, and is very informative; as it turns out, Sarah does have several major food allergies. The
doctor gives you a pamphlet containing more detailed information. Then, as promised, you take Sarah to a nearby
diner to buy some hamburgers. You order a hamburger and some fries for yourself, a cheeseburger for Sarah, then sit
down.

While Sarah is washing her hands in the restroom, you flip through the pamphlet; you’re surprised to learn that she’s
allergic to members of the “nightshade” family, which includes eggplant and potatoes.
About five minutes later, your food is served. Sarah eyes your plate of fries and says, “Man, those fries look
delicious…”

Paraphrase option (Experiments 1–2):

Could I have one of your fries?

I wish I could have a fry; too bad I’m allergic.

Experiment 3 prompt:

Do you think she is making a request?

(4)

Speaker Aware

After a long week, you decide to treat yourself to a dinner for one at the fanciest restaurant in town. Just for the
occasion, you break out your black and white tuxedo. Your spirits are high, but when you arrive at the restaurant,
you’re somewhat embarrassed to realize that you’re wearing the exact same outfit as the restaurant’s waitstaff.

While you’re waiting in line, you encounter another guest, who initially mistakes you for a waiter. You laugh about the
misunderstanding, and then an actual waiter shows you to your table.

Later, as you walk to the kitchen to pay your compliments to the chef, you pass by the same guest’s table. He is staring
down at his meal with irritation.

As you pass, he looks up at you, recognizes you from the line, and says, “This steak is so overdone!”
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Speaker Unaware

After a long week, you decide to treat yourself to a dinner for one at the fanciest restaurant in town. Just for the
occasion, you break out your black and white tuxedo. Your spirits are high, but when you arrive at the restaurant,
you’re somewhat embarrassed to realize that you’re wearing the exact same outfit as the restaurant’s waitstaff.

While you’re waiting in line, you encounter another guest, who initially mistakes you for a waiter. You laugh about the
misunderstanding, and then an actual waiter shows you to your table.

Later, as you walk to the kitchen to pay your compliments to the chef, you pass by another guest’s table. He is staring
down at his meal with irritation.

As you pass, he looks up at you, catches your eye, and says, “This steak is so overdone!”

Paraphrase option (Experiments 1–2):

Could you get me another steak?

Too bad you don’t work here, since I really need another steak.

Experiment 3 prompt:

Do you think he is making a request?

(5)

Speaker Aware

After your first year of college, you move back home for the summer. Your parents are glad to have you home, but
your dad insists that you do some weekly chores to “earn your keep”. You’d prefer to just relax, but it does keep you
occupied, which isn’t all bad. Besides, the house is in need of some repairs; your parents are both busy people, so some
chores have fallen by the wayside while you’ve been away. Most notably, the lawn has gotten overgrown, and the paint
on the backyard fence is beginning to peel. During the first couple of weeks, you mow the lawn, rake the driveway, and
water the garden, but you keep putting off painting the fence.

One day, your mom decides to take matter into her own hands.

With your dad’s encouragement, she calls a painting company to come and paint the fence; they schedule a time two
days from now.

Later in the day, you’re reading in the living room. Your dad walks in and peers out the window with a slightly
displeased expression on his face.

He turns to you, his hands on his hips, and says, “Man, that fence is looking worse than ever; a new paint-job couldn’t
come soon enough.”

Speaker Unaware

After your first year of college, you move back home for the summer. Your parents are glad to have you home, but
your dad insists that you do some weekly chores to “earn your keep”. You’d prefer to just relax, but it does keep you
occupied, which isn’t all bad. Besides, the house is in need of some repairs; your parents are both busy people, so some
chores have fallen by the wayside while you’ve been away. Most notably, the lawn has gotten overgrown, and the paint
on the backyard fence is beginning to peel. During the first couple of weeks, you mow the lawn, rake the driveway, and
water the garden, but you keep putting off painting the fence.

One day, your mom decides to take matter into her own hands.

While your dad’s away at work, she calls a painting company to come and paint the fence; they schedule a time two
days from now.

Later in the day, you’re reading in the living room when your dad returns from work. He walks in and peers out the
window with a slightly displeased expression on his face.

He turns to you, his hands on his hips, and says, “Man, that fence is looking worse than ever; a new paint-job couldn’t
come soon enough.”

Paraphrase option (Experiments 1–2):

When you get a chance, could you paint the fence?

I’m glad someone is coming soon to paint the fence.
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Experiment 3 prompt:

Do you think he is making a request?

(6)

Speaker Aware

You and your friend are exhausted and sweaty from playing tennis. After playing, you invite him back to your
apartment to hang out.

When you return to your apartment, you both see a notice taped to your apartment door: unfortunately, the water in
your apartment building will be shut off for the next 24 hours.

Back in the kitchen, your friend turns to you and says: “I’m so thirsty…”

Speaker Unaware

You and your friend are exhausted and sweaty from playing tennis. After playing, you invite him back to your
apartment to hang out.

When you return to your apartment, you go to your room, and privately check your email. You see that your landlord has
sent you a message: unfortunately, the water in your apartment building will be shut off for the next 24 hours.

You return to the kitchen. Your friend turns to you and says: “I’m so thirsty…”

Paraphrase option (Experiments 1–2):

Could you get me a glass of water?

I am really thirsty, too bad your water is not working.

Experiment 3 prompt:

Do you think he is making a request?

(7)

Speaker Aware

After some deliberation, you invite a new acquaintance over for a dinner date. You prepare a feast, which you serve
alongside some red wine. There’s only a small amount of wine left in the bottle, but you assure your date you have
another bottle stashed away.

About halfway through dinner, you excuse yourself to go to the bathroom. On the way back, you stop in the kitchen to
grab the other bottle of wine. You’re surprised and irritated to find that there is no other bottle; you must have been
mistaken.

Sadly, you call out from the kitchen that the wine is all gone.

When you return to the dining room, your date sips the last of their glass of wine. They look up at you and say, “This
wine is excellent.”

Speaker Unaware

After some deliberation, you invite a new acquaintance over for a dinner date. You prepare a feast, which you serve
alongside some red wine. There’s only a small amount of wine left in the bottle, but you assure your date you have
another bottle stashed away.

About halfway through dinner, you excuse yourself to go to the bathroom. On the way back, you stop in the kitchen to
grab the other bottle of wine. You’re surprised and irritated to find that there is no other bottle; you must have been
mistaken.

You walk back towards the dining room, unsure about what to tell your date.
When you return to the dining room, your date sips the last of her glass of wine. She looks up at you and say, “This
wine is excellent.”

Paraphrase option (Experiments 1–2):

Could I have another glass of wine?

This is really good wine; too bad there’s no more.
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Experiment 3 prompt:

Do you think she is making a request?

(8)

Speaker Aware

You and your friend Rob get along well; your only complaint is that since he doesn’t have a car, you almost always
have to pick him up and give him rides. Whenever you’re both going somewhere, it’s generally expected that you’ll
drive him—but he treats you to coffee sometimes, so it all evens out.

One day, after classes get out, you walk together to get some coffee at nearby coffeeshop.

While you and Rob are sitting talking, you’re surprised to see your mechanic at the coffee shop. He walks up and
informs you that your car, which you recently took in for a tune-up, will be under repair for at least another week. You
rely on that car, so this is very frustrating.

Once the mechanic leaves, you and Rob get to talking. Rob realizes you’ve both been invited to the same party later on
in the week.

Rob says, “So… how are you planning on getting there?”

Speaker Unaware

You and your friend Rob get along well; your only complaint is that since he doesn’t have a car, you almost always
have to pick him up and give him rides. Whenever you’re both going somewhere, it’s generally expected that you’ll
drive him - but he treats you to coffee sometimes, so it all evens out.

One day, after classes get out, you walk together to get some coffee at a nearby coffeeshop.

Before you sit down, Rob steps outside to take a phone call. While he’s outside, you’re surprised to see your mechanic
at the coffee shop. He walks up and informs you that your car, which you recently took in for a tune-up, will be under
repair for at least another week. You rely on that car, so this is very frustrating.

Anyway, Rob finishes his phone call and returns to the table, and you both get to talking. Rob realizes you’ve both
been invited to the same party later on in the week.

Rob says, “So… how are you planning on getting there?”

Paraphrase option (Experiments 1–2):

Could I get a ride to the party?

Since your car is in the shop, how are you planning on getting to the party?

Experiment 3 prompt:

Do you think he is making a request?
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