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When people’s behavior in laboratory tasks systemati-

cally deviates from a rational model, the implication is

that real-world performance could be improved by chan-

ging the behavior. However, recent studies suggest that

behavioral violations of rational models are at least

sometimes the result of strategies that are well adapted

to the real world (and not necessarily to the laboratory

task). Thus, even if one accepts that certain behavior in

the laboratory is irrational, compelling evidence that

real-world behavior ought to change accordingly is often

lacking. It is suggested here that rational models be seen

as theories, and not standards, of behavior.

Cognitive scientists who study reasoning and decision-
making often compare people’s behavior with a rational
model of a given task, and the typical published result is
that behavior deviates from the model [1,2]. Such research
is popular in part because it implies that it can help people
make better inferences and decisions in the real world. In
other words, it suggests how behavior ought to change.

However, interpreting behavioral violations of rational
models has been a magnet for controversy. For example, it
has been argued that participants construe tasks differ-
ently from experimenters [3,4] or that experimenters
compare behavior with the wrong standard ([5–7]; see
[8,9] for reviews). Some researchers have even put
forward non-traditional views of rationality to explain
deviations from traditional rational models [10,11]. In
all of these cases, the implication is that behavior need
not change because it is rational after all.

This article briefly reviews recent studies that also
question what behavioral violations of rational models
mean. However, rather than revising conclusions about
the rationality of people’s behavior – or about the nature of
rationality itself – the findings are used to highlight the
fact that, even if one accepts that the violations are
irrational, they nonetheless fail to provide compelling
evidence that people’s real-world behavior ought to
change. The reason, in a nutshell, is that errors in the
laboratory often appear to be the result of strategies that in
fact work well outside the laboratory.

Inference tasks and rarity

Assessing covariation

Consider first research that has examined how people
assess whether variables are related, or co-vary. In a

typical covariation task, the two variables to be assessed
can be either present or absent. For example, participants
might be asked to assess the relationship between a
medical treatment and recovery from an illness, given the
number of people who (a) received the treatment and
recovered, (b) received the treatment and did not recover,
(c) did not receive the treatment and recovered, and (d) did
not receive the treatment and did not recover. The first
frequency corresponds to the joint presence of the
variables, and the last frequency to their joint absence.
Assessing covariation underlies such fundamental beha-
vior as learning, categorization, and judging causation, to
name just a few. Traditional rational models of this task
are statistical summaries of the four frequencies and
consider each frequency equally important [12]. However,
decades of research have shown that participants’ judg-
ments are influenced most by the number of joint presence
observations and are influenced least by the number of
joint absence observations [13–15]. This behavior is
considered irrational [16,17].

Nonetheless, such behavior appears to make good sense
outside the laboratory, where forming and updating beliefs
about relationships between variables is arguably more
useful than reporting statistical summaries of them. In
particular, if (a) participants approach a covariation task
as one of (Bayesian) inference, in which they are trying to
generalize about the relationship beyond the four frequen-
cies to a larger population of instances, and (b) they
assume that, in the larger population, the presence of the
variables is rare (p , 0.5) and their absence is common
(p . 0.5), then joint presence observations are in fact more
informative than joint absence observations [10,18,19].

To see why rarity matters from a Bayesian viewpoint,
imagine that you are trying to determine whether or not
there is a relationship between smoking and cancer. The
fact that relatively few people smoke and relatively few
people have cancer implies that observing a smoker with
cancer provides stronger evidence of a relationship than
does observing a non-smoker without cancer. This is
because a non-smoker without cancer is likely to be
observed regardless of whether smoking and cancer are
related because there are many nonsmokers and many
people without cancer. Such an observation is not much
help in determining whether or not there is a relationship.
However, although you would be unlikely to observe a
smoker with cancer even if there were a relationship, such
an observation would be extremely unlikely if there were
no relationship. In Bayesian terms, the likelihood ratio,Corresponding author: Craig R.M. McKenzie (cmckenzie@ucsd.edu).
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which captures the impact of evidence, is larger when two
rare events occur together than when two common events
occur together.

Furthermore, the assumption that the presence of
variables is generally rarer than their absence seems
reasonable, considering the types of variables people
usually think and talk about: just as most people do not
smoke and most do not have cancer, it is also the case that
most people do not have a fever, most things are not red,
and so on [10,18–21]. Compelling evidence in favor of this
Bayesian account of covariation assessment is the fact that
participants consider joint absence observations more
informative than joint presence observations when it is
clear that absence of the variables is rare [19]. Other
accounts that consider joint presence observations to be
normatively most informative for reasons other than
rarity cannot explain this latter finding [22].

In short, participants violate the traditional rational
model of covariation assessment – and the traditional
rational model is the correct one given the typical task
instructions to assess a relationship based on only the four
cell frequencies – but participants’ irrationality is the
result of an inferential (Bayesian) strategy that has
broader applicability in the real world, suggesting that
there is no compelling reason that people ought to change
their behavior.

The selection task

Related results have been found for the ‘selection task’
[23], in which participants test a rule of the form ‘If P, then
Q.’ To do so, they are shown four cards and must select
which cards to turn over to see if the rule is true. For
example, imagine testing the rule, ‘If there is a vowel on
one side, then there is an even number on the other side.’
Each of the four cards has a number on one side and a
letter on the other: one card shows an A, one K, one 2, and
one 7. Which of those cards must be turned over to see if the
rule is true or false? Standard logic dictates (according to
one interpretation of the rule) that the A and 7 (the P and
not-Q) cards should be turned over because only these
potentially reveal the falsifying vowel/odd number combi-
nation. Typically, fewer than 10% of participants select
only the logically correct cards; instead, they tend to prefer
the A and 2 (P and Q) cards (i.e., those mentioned in the
rule). This is considered to be a classic demonstration of
irrationality.

Again, though, such behavior nonetheless appears to
make good sense outside the laboratory, where the world is
probabilistic, not deterministic, and has predictable
structure. Specifically, the P and Q cards are most
informative if participants approach the task as one of
(Bayesian) inference, in which (a) they are trying to
generalize about the rule beyond the four cards to a larger
population of instances, and (b) it is assumed that P and Q
are rare relative to not-P and not-Q [20,21,24]. Evidence
that it is generally reasonable in the real world to treat P
and Q as rare comes from a study showing that people tend
to phrase conditional hypotheses in terms of rare, not
common, events [25]. Finally, the Bayesian approach
predicts that participants will be more likely to turn
over the not-Q card when the Q event is more common, and

this prediction too has been confirmed ([26–29]; for
additional evidence of participants’ sensitivity to rarity
in inference tasks, see [30,31]).

In short, granting that a joint presence bias in
covariation assessment and that turning over the cards
mentioned in the rule in the selection task are irrational in
the laboratory (when task instructions make clear that
only the four cell frequencies or the four cards are of
interest), the behavior nonetheless appears to make good
sense outside the laboratory. A Bayesian approach,
combined with reasonable assumptions about the struc-
ture of the natural environment, can explain these errors
in the laboratory. Thus, irrational behavior in these tasks
does not provide compelling evidence that real-world
behavior ought to change.

Framing effects

Framing effects are said to occur when logically equivalent
redescriptions of events or objects lead to different
preferences or judgments. The best known examples
involve choosing between a risky and a riskless option
that are described in terms of either gains or losses
[32–35], but framing effects also occur with simpler tasks
(for reviews, see [36,37]). For example, a medical treat-
ment described as resulting in ‘75% survival,’ rather than
the logically equivalent ‘25% mortality,’ will be seen more
favorably. Such effects are widely considered to be
irrational.

However, recent findings show that speakers do not
choose randomly among logically equivalent frames when
describing events or objects. Instead, speakers are system-
atically influenced by background conditions than can be
relevant to the judgment or decision. In other words, a
speaker’s choice of frame can convey relevant information
[38]. Using the above medical example, it was shown that
speakers were more likely to select the ‘75% survival’
frame to describe a new treatment outcome if it led to a
higher, rather than a lower, survival rate relative to an old
treatment. Generally, speakers are more likely to use a
label (e.g. ‘X% survival’) when it is above their reference
point than when it is below their reference point. To take a
more intuitive example, people are more likely to describe
a glass as ‘half empty’ (rather than ‘half full’) if it used to be
full than if it used to be empty (because the glass’s
emptiness has increased). Thus, different reference-point
information can be conveyed through logically equivalent
frames, and this information can be relevant: describing
the treatment in terms of how many people survive signals
that the speaker considers the treatment relatively
successful. Furthermore, listeners are sensitive to the
information conveyed by a speaker’s choice of frame. For
example, participants were more likely to infer that an old
treatment led to a lower survival rate when the new
treatment was described in terms of how many survived
than when it was described in terms of how many died [38].

Like the covariation and selection-task accounts, this
account of framing effects is essentially Bayesian: if the
probability of a speaker choosing a particular frame is
greater when certain background conditions hold than
when they do not, then the listener can safely infer that the
probability that those background conditions hold is
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greater when that frame is chosen than when it is not.
Although this Bayesian account can explain the simpler
framing effects, it remains to be seen if it can be fruitfully
applied to tasks involving choices between risky and
riskless options.

Also consistent with the previous analyses, the current
analysis implies that framing effects do not imply that
real-world behavior ought to change. Ignoring the infor-
mation conveyed by speakers’ choice of frame would put
listeners at a disadvantage under ordinary circumstances.
However, unlike the covariation and selection task
analyses, the current one implies that framing effects
might not be irrational, even in the laboratory. None-
theless, common to all the analyses is the application of a
different rational (Bayesian) model and taking into
account real-world conditions in order to understand
‘errors’ in the laboratory.

Rational rules and real-world accuracy

So far I have argued that irrational behavior in the
laboratory does not necessarily imply that real-world
behavior ought to change. Now I want to speculate about
the following possibility: irrational behavior might never
imply poor real-world performance (see also [39]).

It is generally accepted that behaving rationally – that
is, following rational rules – and being accurate in the real
world are not the same thing (e.g. [40–43]). In fact,
although there is a large amount of evidence showing that
people violate rational rules [1,2], research examining
real-world judgments has often concluded that such
judgments are surprisingly accurate (e.g. [40,44,45]),
even though they are often based on very little information
and the judges have little or no insight into how they made
them [44].

Could it be that following rules is not the key to real-
world accuracy? Of interest is the observation that
research on artificial intelligence (AI), which implements
rules (although not necessarily rational rules) in the form
of computer programs in an attempt to perform real-world
tasks, has been plagued by failure [46]. Despite early
claims that machines would be able to rival – even exceed
– human performance, this has not turned out to be the
case, except in highly constrained, well-defined environ-
ments, such as playing chess. Interestingly, the bench-
mark in AI is human behavior – and this benchmark is
virtually never reached. Given that computers are ‘logic
machines,’ it is interesting that it is so difficult to get them
to do tasks that we routinely perform, such as understand
a story, produce and understand speech, and recognize
scenes. Functioning in the real world requires ‘common
sense’, which might be impossible, in principle, to capture
in rules [46].

Thus, not only might following rules – rational or
otherwise – fail to guarantee real-world accuracy, the two
might not even be compatible. In fact, scholars in diverse
fields have reached a similar conclusion: depending on a
purely logical analysis will not get you very far in the real
world, where context, meaning and relevance, rather than
pure structure, are crucial [46–48]. It is generally agreed
that the cognitive system’s most fascinating quality is its
ability to solve apparently intractable problems with such

apparent ease [49]. How it does so largely remains a
mystery, but the failings of AI suggest that following rules
is not the key. To the extent that following rational rules
does not entail real-world accuracy, evidence that people
fail to follow these rules is not evidence that real-world
behavior ought to change.

This leaves us, however, with an apparent paradox: if
being Bayesian requires following rules, and following
rules is not the key to real-world accuracy, then how can
Bayesianism lead to real-world accuracy (as I argued
earlier)? First, I am not saying that people are optimal
(rule-following) Bayesians [14]. Second, Bayesian models
are notorious for their enormous complexity when applied
to even modestly complicated real-world problems,
suggesting that there can be no optimal Bayesians in the
real world. My Bayesian account is purely qualitative (and
hence feasible) and allows (even assumes) sensitivity to
context. In the case of covariation assessment and the
selection task, I claimed that (a) people are sensitive to,
among other things, the rarity of data, (b) they make
assumptions about rarity that generally reflect the natural
environment, and (c) these assumptions are overridden
when it is clear that they do not apply. Normative
principles, combined with environmental considerations,
provide good guides for understanding behavior.

Conclusion

At least some behavioral violations of rational models in
the laboratory appear to result from behavior that is well-
suited to the natural environment, implying that evidence
of irrationality is not sufficient for concluding that real-
world behavior ought to change. Furthermore, it is
possible that following rational rules is not even the key
to accuracy in the real world, suggesting that irrational
behavior might never indicate that real-world behavior
ought to change. These observations lead to a natural
prescription for researchers: treat rational models as
theories, not as standards, of behavior. Viewing rational
models as standards implies that behavior ought to change
when they are violated, whereas viewing them as theories
does not. It also opens up the possibility of testing multiple
rational models in order to see which provides the best
account of behavior, rather than comparing behavior with
a single model [50]. In each empirical example discussed
earlier, a rational model that was not considered until
recently can explain the otherwise puzzling behavior.
Rational models serve as useful guides for understanding
behavior, especially when they are combined with con-
siderations of the environment. When a rational model
fails to describe behavior, a different rational model, not
different behavior, might be called for.
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