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General Article

Academic misconduct is a rare event, but not rare enough. 
Its occurrence challenges the credibility of research, and 
the mission of science more generally. Although preven-
tion is important, some misconduct is likely to occur no 
matter what steps are taken to prevent it. Measures that 
facilitate identifying such cases can help mitigate their 
negative consequences. Furthermore, the risk of detec-
tion may constitute the ultimate deterrent.

To undetectably fabricate data is difficult. It requires 
both (a) a good understanding of the phenomenon being 
studied (e.g., what measures of a construct tend to look 
like, which variables they correlate with and by how 
much) and (b) a good understanding of how sampling 
error is expected to influence the data (e.g., how much 
variation and the kind of variation the estimates of inter-
est should exhibit given the observed sample size and 
design). In this article, I show that although means and 
standard deviations can be analyzed in light of these two 
criteria to identify likely cases of fraud, the availability of 
raw data makes the task of detection easier and more 
diagnostic, and hence that of fabrication more difficult 
and intimidating.

Posting data has many advantages unrelated to, and 
possibly more valuable than, prevention and detection of 

fraud. For example, as Wicherts and Bakker (2012) have 
noted, when raw data are posted, scientific evidence is 
preserved for longer periods of time, more researchers 
get to analyze and hence learn from a given amount of 
scientific evidence, and reporting errors become easier to 
prevent and detect.

In this article, I illustrate how raw data can be ana-
lyzed for identifying likely fraud through two case stud-
ies. Each began with the observation that summary 
statistics reported in a published article were too similar 
across conditions to have originated in random samples, 
an approach to identifying problematic data that has 
been employed before (Carlisle, 2012; Fisher, 1936; 
Gaffan & Gaffan, 1992; Kalai, McKay, & Bar-Hillel, 1998; 
Roberts, 1987; Sternberg & Roberts, 2006).1 These pre-
liminary analyses of excessive similarity motivated me to 
contact the authors and request the raw data behind their 
results. Only when the raw data were analyzed did these 
suspicions rise to a level of confidence that could trigger 

480366 PSSXXX10.1177/0956797613480366SimonsohnJust Post It
research-article2013

Corresponding Author:
Uri Simonsohn, The Wharton School, University of Pennsylvania, 3730 
Walnut St., 500 Huntsman Hall, Philadelphia, PA 19104 
E-mail: uws@wharton.upenn.edu

Just Post It: The Lesson From Two  
Cases of Fabricated Data Detected by 
Statistics Alone

Uri Simonsohn
The Wharton School, University of Pennsylvania

Abstract
I argue that requiring authors to post the raw data supporting their published results has the benefit, among many 
others, of making fraud much less likely to go undetected. I illustrate this point by describing two cases of suspected 
fraud I identified exclusively through statistical analysis of reported means and standard deviations. Analyses of the 
raw data behind these published results provided invaluable confirmation of the initial suspicions, ruling out benign 
explanations (e.g., reporting errors, unusual distributions), identifying additional signs of fabrication, and also ruling 
out one of the suspected fraud’s explanations for his anomalous results. If journals, granting agencies, universities, or 
other entities overseeing research promoted or required data posting, it seems inevitable that fraud would be reduced.

Keywords
judgment, decision making, scientific communication, fake data, data sharing, data posting

Received 7/20/12; Revision accepted 1/30/13

 at UNIV CALIFORNIA SAN DIEGO on December 30, 2014pss.sagepub.comDownloaded from 

http://pss.sagepub.com/


1876 Simonsohn

the investigations of possible misconduct that were even-
tually followed by the resignation of the researchers in 
question.

There was a third case of exceedingly similar summary 
statistics, but I was unable to obtain the raw data behind 
them. The main author reported losing them, and the 
coauthors of the article did not wish to get involved. The 
concerns of possible fraud behind this third case remain 
unaddressed.

The availability of raw data, then, causally led to the 
retraction of existing publications with invalid data and 
in all likelihood prevented additional ones from being 
published. The absence of raw data, in contrast, led to 
suspicions of fraud in another case not being acted on. If 
journals, granting agencies, universities, or other entities 
overseeing research promoted or required data posting, 
it is hard to imagine that fraud would not be reduced.

There are, at the same time, obvious challenges to 
data posting. For example, sometimes data sets are pro-
prietary, sometimes variables could identify individual 
participants, and sometimes data sets will be used in 
future investigations by the same authors. These are 
exceptions. A majority, and quite possibly the vast major-
ity, of psychological research is based on data that seem 
to pose minimal to no challenges for data posting.

Consider, for instance, a recent issue of the Journal of 
Personality and Social Psychology (October 2012). Five of 
the 10 articles in that issue are based on simple scenario 
studies, which pose no challenges to data posting. 
Another 2 used images of participants as stimuli. Because 
of privacy considerations, these should be unposted, but 
the actual data, the rows of numbers fed to SPSS, seem to 
be entirely postable. Another 2 articles employed original 
and expensive data sets collected by the authors them-
selves (a multimonth panel and a multicountry survey). 
The authors arguably deserve the fruit of their labor, and 
perhaps data posting could be delayed for a grace period 
of a few years. The 10th article is, fittingly and coinciden-
tally, the retraction of an article in which Smeesters was 
one of the coauthors.2 The data behind that article would 
have been trivial to post.

Why not just continue with the American Psychological 
Association’s policy of making data available on request? 
While working on this project, I solicited data from a 
number of authors, sometimes because of suspicion, 
sometimes in the process of creating benchmarks, and 
sometimes because of pure curiosity. As has been found 
in previous efforts of obtaining raw data (Wicherts, 2011; 
Wicherts, Borsboom, Kats, & Molenaar, 2006), the modal 
response was that they were no longer available. Hard-
disk failures, stolen laptops, ruined files, server melt-
downs, and so forth all happen sufficiently often, 
self-reports suggest, that data posting seems advisable. 

The posting of data could perhaps become the default 
policy of journals, universities, or granting institutions—a 
default from which authors might be exempted.

The proposal of data posting for psychology is not a 
utopian one. Some behavioral-science journals have 
already implemented both this required default policy 
and a reasonable-exception clause (e.g., Judgment and 
Decision Making and the American Economic Review). 
Data posting is policy also in fields with vastly larger data 
sets that are more expensive to collect, and in which 
competing teams study closely related questions, such as 
gene sequencing (see e.g., the National Center for 
Biotechnology Information’s Sequence Read Archive, 
http://www.ncbi.nlm.nih.gov/sra, and Gene Expression 
Omnibus, http://www.ncbi.nlm.nih.gov/geo/). There are 
no obvious features of psychological data that make 
them less postable than genomics data, and there are 
several that make them more so.

It is the status quo that rests on utopian premises: As 
a discipline, psychology has no protection against fraud, 
researchers—especially incompetent ones—have tre-
mendous incentives to commit it, and yet everyone con-
veniently assumes that it does not happen. As the 
examples that follow painfully demonstrate, this assump-
tion is inconsistent with evidence published in some of 
psychology’s most respected journals.

Introduction to Simulations (A Card-
Dealing Analogy)

Simulations are used to answer questions such as “how 
likely is X to happen?” in situations in which simple math-
based techniques are not easy to apply. Suppose, for 
example, that we have a deck of cards and want to know 
the odds of drawing two black cards and two red cards 
with all four cards adding up to 17. Computing the exact 
answer is possible, but suppose we do not know how. 
The simulation approach is to take a deck of cards (or a 
computer program that behaves like one), deal four cards 
many times, and use the percentage of times we dealt the 
described pattern as the probability estimate. Thus, simu-
lations turn probability questions we cannot easily answer 
into simple tasks involving but two steps: Set up the 
problem and then count.

When raw data were not available, for my simulations 
I drew cards from normal distributions with means and 
standard deviations matching those in the analyzed study. 
I rounded and bounded the randomly drawn numbers to 
better match the variables of interest (e.g., for simulated 
counts, the drawn number was rounded to 0 decimals, 
and negative draws were censored at 0). I then also 
rounded the resulting means and standard deviations to 
the level of precision in the analyzed study.
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This approach prevents one from concluding that the 
results are too similar across samples merely because 
authors have not reported them with enough decimals for 
differences to be detected (see Rubin & Stigler, 1979) or 
because the dependent variable does not have the level of 
granularity the statistical test assumes. For example, it is 
less shocking if a publication reports two standard devia-
tions of 1.3 than if it reports two standard deviations of 
1.321, and this approach to simulations allows taking this 
level of reporting precision into account.

When raw data were available, I did not rely on the 
normal distribution. Instead, I created a new deck, one in 
which each observation in the study became a card. This 
type of simulation, bootstrapping, captures any and all 
idiosyncrasies of the observed data, such as skewness 
and outliers (Boos, 2003; Efron & Tibshirani, 1994).

Case Study 1: Embodiment of Morality 
and Standard Deviations

The first anomalous findings

On the basis of the metaphorical relationship between 
morality and altitude (e.g., higher moral ground), Sanna, 
Chang, Miceli, and Lundberg (2011; retraction: Sanna, 
Chang, Miceli, & Lundberg, 2013) predicted that people 

randomly assigned to be in higher elevation would act 
more prosocially. For example, in their Study 3, partici-
pants walked up to the stage of a theater, walked down 
to its orchestra pit, or stayed at the baseline elevation 
(control condition) and then poured hot sauce for a sup-
posed fellow participant to consume in a taste test; the 
prediction was that participants on the stage would be 
more kind and serve less hot sauce.

The article reported three experiments summarized in 
a table, reprinted here as Figure 1. It reveals a troubling 
anomaly: Although means differed dramatically across 
conditions, the standard deviations were almost identical. 
Consider Study 3. Between the high and low conditions, 
means differed by about 115%, but the standard devia-
tions differed by just 2%. I next estimated whether such 
extreme similarity of standard deviations is compatible 
with data having been collected from random samples.3

Simulating the studies

To quantify how similar standard deviations were within 
a study, I computed the standard deviation of the stan-
dard deviations. For example, in Study 3, the standard 
deviation of the three standard deviations (25.09, 24.58, 
25.65) was 0.54. The goal of the simulations was to assess 
the probability of a study leading to a standard deviation 

Fig. 1.  Reprint of Table 1 in Sanna’s article on the embodiment of morality (see the text). Rectangles 
are added to emphasize the striking similarity of standard deviations across conditions. Study 1 was not 
an experiment and involved a binary variable. It is not discussed here.
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of the standard deviations that was 0.54 or less. I simu-
lated samples drawing from normal distributions with 
population means equal to the reported sample means 
and with σ equal to the pooled standard deviation:

High condition (n = 15): N(39.74,25.11)

Low condition (n = 15): N(85.74,25.11)

Control condition (n = 15): N(65.73,25.11)

Using the same σ in all three distributions was 
extremely conservative. I was trying to assess whether 
the standard deviations were too similar in the samples, 
and I was going to be comparing them with simulations 
drawn from populations with an identical σ; true σs can-
not be any more similar than identical, but they could 
easily be less similar.

Simulating 100,000 Study 3s, I found that only 1.3% of 
them had a standard deviation of the standard deviations 
that was 0.54 or less. The standard deviations in this 
study are too similar to have originated from random 
samples, p = .013. Proceeding analogously with the other 
two studies, I found that their individual p values for orig-
inating in random samples were .053 and .026.

Although suggestive, these results at the individual-
study level were not compelling enough for concerns as 
serious as academic misconduct. It was hence useful to 
consider a more statistically powerful test and consider 
the joint hypothesis that all three studies combined arose 

from random samples. I averaged the standard deviation 
of the standard deviations across the three studies, asking 
how likely it was for three studies in a single article to 
arrive at such similar standard deviations. Before aggre-
gating, however, I had to get around the problem that the 
studies differed in scale (e.g., grams of hot sauce vs. 
number of fish) and sample size (n = 15 vs. n = 20).

An easy way to do this was to divide the standard 
deviation of the standard deviations by the standard error 
of the (pooled) standard deviation. This yielded an intui-
tive measure of deviation: the number of standard errors 
by which the standard deviations differed within a given 
study. I refer to this number as Ψ. For the hot-sauce study, 
the standard deviation of the standard deviations was 
0.54, and dividing by the standard error (4.58) yielded a 
Ψ of 0.117.4 That is, standard deviations differed from 
each other by 0.117 of a standard error in that study.

For Studies 2 and 4, Ψ was 0.238 and 0.167, respec-
tively. The simple average of Ψ

2
, Ψ

3
, and Ψ

4
 was 0.174. 

Out of 100,000 simulated articles, only 15 had a Ψ of 0.174 
or less, so the data for this article as a whole are inconsis-
tent with random sampling, p = .00015 (see Fig. 2).

Other authors, same paradigms, no 
anomalies

One concern is that the dependent variables in this arti-
cle may have some unusual property that leads to stan-
dard deviations being more similar than those from 
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How Different Are Standard Deviations Across Conditions?
Ψ = SD(SDs)/SE(SD)

Sanna et al., 2011

Fig. 2.  Illustration of the extreme improbability of the similarity of the standard deviations reported for Sanna’s three experiments on the 
embodiment of morality (see the text). Each condition in each experiment was simulated by drawing from a normal distribution with a 
mean equal to the sample mean for that condition and a standard deviation equal to the pooled standard deviation across all conditions. 
The standard deviation of the standard deviations for each simulated experiment was divided by the standard error of the pooled standard 
deviation. The graph shows the average for this value (Ψ) across the three experiments for both Sanna’s reported data and 100,000 simula-
tions of the experiments. Only 15 of the simulations yielded values that were as extreme as those for the published results.
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simulations based on normal distributions. The fact that 
the three studies involved such different dependent vari-
ables (time in minutes, grams of hot sauce, and number 
of fish in a computer game) already alleviates this con-
cern somewhat. To address it further, I collected standard 
deviations from reports by other authors using similar 
paradigms. Figure 3 shows that they obtained dramati-
cally more varied standard deviations.

Same authors, other publications, 
same anomaly

Another concern regarding the simulations is their post 
hoc nature. I performed them because the standard devi-
ations struck me as too similar. Although the low p value 
of .00015 provides some protection, this concern was 
important enough to warrant being addressed more 
explicitly through replications.

When looking for articles for the comparison pre-
sented in Figure 3, I searched for those citing the same 
articles cited by Sanna et al. (2011). Among the articles I 
found, three were also authored by Sanna and his col-
leagues, and two of these reported standard deviations. 
One involved a single three-condition experiment (Sanna, 
Chang, Parks, & Kennedy, 2009) and therefore provided 
limited statistical power to detect anomalous results. 
Nevertheless, the standard deviations were improbably 
similar to each other, Ψ = 0.23, p = .056. The other 
reported three relevant experiments, each of which 
included between six and nine conditions (Sanna, Parks, 
& Chang, 2003). The overall Ψ of 0.168 for this article is 
virtually impossible to obtain from random samples, p < 
1 in 58 billion. For details, see Section 4 in the 
Supplemental Material.

Convenience sample of publications

For one final comparison, I obtained the standard devia-
tions from the first few articles in what was at the time 
the most recent issue of the Journal of Experimental 
Social Psychology (September 2011). To maximize com-
parability, I computed Ψs based on sets of two or three 
conditions, rather than entire articles or experiments, 
winding up with 39 estimates to use as a control set 
against 17 estimates for studies reported by Sanna and 
his colleagues. All studies by Sanna et al. had Ψs of 0.25 
or less, but only 4 in the control set did. This difference 
was statistically significant by a proportions test, p < 1 in 
5 billion.

Analyses based on raw data

I shared all these analyses with the authors and requested 
the raw data behind the studies on embodiment of 

morality (Sanna et al., 2011). This allowed a series of 
additional analyses that further suggest the data did not 
originate in random sampling.

Simulations redone.  On verifying that there were no 
reporting errors (i.e., ruling out the most benign of expla-
nations), I reran all the simulations, this time drawing 
cards from decks representing the raw data rather than 
normal distributions. For each experiment, I created one 
card per observation and placed all the cards in a single 
deck (e.g., one deck with 45 cards for Study 3).5 I then 
drew a card, took a note of its value, returned it to the 
deck, reshuffled the deck, and drew another card, until 
an entire simulated sample was created. I then did the 
same for the other two samples in each experiment. Data 
simulated this way, despite originating in the raw data, 
also almost never led to standard deviations as similar as 
those reported by Sanna et al., p = .00011, so the null 
hypothesis of random sampling was again rejected.6

Not only the standard deviations are too simi-
lar.  Finally, the raw data revealed that the ranges of val-
ues the dependent variables took were also too similar. 
The differences between the maximum and minimum in 
the three conditions were as follows—Study 2: (10, 10, 
10); Study 3: (76, 76, 74); and Study 4: (28, 26, 28). Max-
ima and minima are extremely volatile statistics when 
obtained from random samples.

Case Study 2: Colored Folders and 
Similar Means

The first anomalous finding

On the basis of the notion that the color red leads to 
avoidance and the color blue to approach, Smeesters and 
Liu (2011; retraction: Smeesters & Liu, 2013) predicted 
that priming participants with these colors could switch 
on and off contrast and assimilation effects, respectively. 
They reported a single 3 × 4 between-subjects experi-
ment (N = 169). Instructions were given in a red, blue, or 
white folder and invited participants to write about one 
of four possible targets: Kate Moss (a fashion model), 
Albert Einstein, a model, or a professor. This task was 
followed by 20 multiple-choice general-knowledge ques-
tions. The number of correct answers was the dependent 
variable.

The authors expected that blue folders would gener-
ate assimilation for exemplars and stereotypes, red fold-
ers would generate contrast for exemplars and stereotypes, 
and white folders would generate contrast for exemplars 
and assimilation for stereotypes (a replication of previous 
findings). This hypothesis led them to predict high per-
formance in six of the conditions and low performance 
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in the remaining six. The results are provided in Table 1. 
It shows data consistent with the predictions, but also a 
troubling anomaly: Means predicted to be similar are 
exceedingly so.7

Simulating the colored-folders 
experiment

To quantify how similar the means predicted to be simi-
lar were, I computed their standard deviation. For the 
high conditions, the standard deviation of the means 
(11.43, 11.71, . . . 12.07) was 0.23. For the low conditions, 
the standard deviation of the means was 0.24. As before, 
I divided by the standard error to obtain a scale-free  
metric.8 Averaging across the high and low conditions,  
I arrived at a Ψ of 0.308; means predicted to be  
similar were 0.308 of a standard error apart from one 
another.

I then performed simulations to assess the likelihood 
that Ψ would be 0.308 or less if the data originated in 
random sampling. I drew samples of the reported sizes 
from normal distributions with µ equal to the pooled 
mean of the six predicted-to-be-similar conditions and σ 
equal to each sample’s standard deviation. For example, 
the average number of correct answers in the high condi-
tions was 11.81, and the standard deviation in one of 
those conditions was 2.79. I simulated this condition 
drawing from N(11.81, 2.79).

Note that assuming µ is the same across conditions is 
extremely conservative. Even if the authors’ hypothesis 
were correct, there is no reason to expect, for example, 
that the combination of a red folder with a Kate Moss 
prime would lead to exactly the same average perfor-
mance as the combination of a white folder with an 
Einstein prime. Only 21 of 100,000 simulations had a Ψ 
of 0.308 or less (see Fig. 4).

Same authors, other publications, 
same anomaly

Concerned that the previous analysis was at least some-
what post hoc (i.e., I examined mean similarity because 
means seemed too similar), I analyzed two other articles 
by Smeesters.9 I selected them because they had been 
completed recently and had multiple conditions pre-
dicted to be similar.

Both articles reported multiple studies, but each study 
had few conditions predicted to be similar, so I examined 
the similarity of means across studies. This made the 
assumption that the true means were the same even more 
conservative. If the true means were different, as they 
almost certainly were, the observed results would be 
even less likely.

For each article, I identified a dependent variable 
employed across all studies, selected all conditions in 
which that variable was predicted to show no effect or be 
at baseline, and analyzed the degree of similarity for 
those means, using simulations analogous to those pre-
sented earlier. The null hypothesis of random sampling 
was rejected for both articles, p = .00011 and p = .0023 
(see Section 5 in the Supplemental Material).

Analyses based on raw data of the 
colored-folders study

I requested and promptly received the raw data for the 
folders study, which allowed me to conduct a series of 
additional analyses that further suggested the data did 
not originate in random sampling.

Simulations redone.  On verifying that there were no 
reporting errors, I reran all the simulations, this time 
drawing cards from the raw data instead of normal distri-
butions. I performed two versions of the simulations. In 
both, I created two decks of cards, one with the 86 obser-
vations from the low conditions and one with the 83 
observations from the high conditions, and generated 
high and low samples by drawing from the respective 
decks. One version of the simulations was with replace-
ment: As before, I drew one card, made a note of it, 
returned it to the deck, reshuffled the deck, drew another 
card, and so on, until all conditions had been simulated. 
The other version of the simulations was without replace-
ment: I shuffled the cards and dealt them all at once into 
the six corresponding conditions, thereby keeping the 
exact set of observations constant; the only thing  
that varied was which high condition got which high 
card and which low condition got which low card.  
The estimated p values for the null hypothesis of random 
sampling were .00030 and .00018 for the with- and  
without-replacement simulations, respectively—values 

Table 1.  Means and Standard Deviations (in Parentheses) for 
the 12 Conditions in Smeesters and Liu (2011)

Low mean predicted High mean predicted

9.07 (2.55) 11.43 (2.79)
9.43 (2.82) 11.71 (2.87)
9.43 (3.06) 11.77 (3.03)
9.56 (2.83) 11.85 (2.66)
9.64 (3.03) 12.00 (3.37)
9.78 (2.66) 12.07 (2.78)

Note: The table presents summary statistics for the number of correct 
answers (out of 20) in a general-knowledge test taken by 169 partici-
pants assigned to 12 conditions, 6 of which were predicted to have 
high means and 6 of which were predicted to have low means. The n 
in each condition was 14, except in the following cases: n = 16 for the 
fourth condition with a predicted low mean, and n = 13 for the third 
condition with a predicted high mean.
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comparable to the p value obtained in the simulations 
assuming normality (i.e., .00021).

Lack of sampling error of a different kind.  One of 
the most well-known judgment biases is the belief in the 
law of small numbers (Tversky & Kahneman, 1971)—the 
belief that even small samples closely resemble underly-
ing populations. For example, when people are asked to 
imagine four coin tosses, they tend not to imagine all 
heads or all tails, imagining instead something closer to 
the underlying 50:50 expectation. Although four identical 
coin tosses is an unlikely event (12.5%), it is more likely 
than the nearly 0% probability observed in people’s 
imagined coin tosses.

If a person believing in the law of small numbers were 
asked to generate scores for the 12 conditions in the col-
ored-folders study, we might analogously expect him or 
her to avoid too many of the same scores in a given con-
dition, that is, to generate sets of scores that are too 
evenly distributed. To examine this prediction, I needed 
a metric of how evenly distributed the data were. I 
focused on one of the simplest possible: the frequency of 
the mode. For example, the 14 scores for 1 of the 12 con-
ditions were [6, 7, 7, 8, 8, 9, 9, 10, 10, 10, 12, 12, 14, 15]. 
The mode was 10, and it appeared three times. Nine of 
the 12 conditions had the mode appearing three times, 
and 3 had it appearing just two times. Hence, the sum of 
mode frequencies, F, was 33 (9 × 3 + 3 × 2).

How unlikely is it for F to be 33 or less? It occurred 
just 21 times in the 100,000 bootstrap simulations with 
replacement (see Fig. 5), and 93 times in the 100,000 
bootstrap simulations without replacement. This test of 
the data having originated in random sampling, then, 
also rejected the null hypothesis of random sampling. It 
is interesting to establish how independent the excessive 
similarity of means (Ψ) and the excessive evenness of 
scores (F) were. Was this a matter of observing the same 
red flag twice or of seeing two red flags? For each of 
100,000 simulations, I had values for Ψ and F. The cor-
relation of these two metrics, it turned out, was quite low, 
r = .16 for the simulations with replacement and r = .18 
for the simulations without replacement. Thus, it was 
more a matter of observing two flags than of observing 
the same flag twice. Not a single simulation had both F 
of 33 or less and Ψ of 0.308 or less; random sampling 
would seem to never lead to the observed data.10

Nonexplanations

When interviewed by the Erasmus committee examining 
possible misconduct on his part (Zwaan, Groenen, van 
der Heijden, & te Lindert, 2012), Smeesters said he “pos-
sibly made a coding mistake in two questions” (p. 4) and 
that it is possible that “people who answered a difficult 
question correctly always answered another difficult 
question correctly” (p. 3). Although both of these things 
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Fig. 4.  Illustration of the extreme improbability of the similarity of the means reported for Smeesters’s colored-folders experiment 
(Smeesters & Liu, 2011). Each of the six high conditions was simulated by drawing from the normal distribution with the mean equal to 
the pooled mean for those conditions and the standard deviation of the respective sample; simulation of the six low conditions proceeded 
analogously. The difference of means predicted to be similar (Ψ) was 0.308 for Smeesters’s reported data; that is, means predicted to be 
similar differed by just 0.308 of a standard error from each other. Only 21 of the 100,000 simulations yielded such a low Ψ.
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may be true, neither could account for the excessive simi-
larity of means or the evenness of scores across condi-
tions. If anything, these features of the data-generating 
process would cause the opposite pattern: more rather 
than less variation.

First, using the wrong key to grade questions increases 
rather than decreases noise. In the extreme, if the entire 
key were wrong, then the set of scores being analyzed 
would be only noise. We are trying to explain the oppo-
site, the lack of statistical noise.

Second, if the likelihood of a person getting one ques-
tion right were correlated with the likelihood of that per-
son getting another question right, then we would see 
more rather than fewer people with the same scores 
within conditions. In the extreme, if participants knowing 
one answer knew all of them, we would see scores of 20 
and 0 only. Again, we are trying to explain the opposite, 
that there were too few, not too many, people with the 
same scores in each condition.

Finally, and just as important, neither sloppy coding nor 
correlated answers to the questions can possibly account 
for the simulations showing that the data are incompatible 
with random samples, because these simulations drew 

from those raw data. The simulations already took into 
account all such idiosyncrasies. If 6 people got higher 
scores than they should have because of sloppy grading, 
for example, then there would have been six cards with 
higher scores than there should have been, and the simu-
lations would have drawn from them. Similarly, if every-
one getting Question 3 right also got Question 6 right, all 
cards for a person with Question 3 right would have had 
Question 6 right.

Analysis of raw data for a 
willingness-to-pay study

One of Smeesters’s two additional publications analyzed 
to replicate the similarity-of-means analysis contains 
studies in which participants were asked to indicate their 
maximum willingness to pay (WTP) for each of two black 
T-shirts with very similar designs (see Fig. 6). I obtained 
the raw data for one of these studies (Study 3) and com-
pared it with data from several other studies eliciting 
WTP: two published in journals that post data (Fudenberg, 
Levine, & Maniadis, 2012; Newman & Mochon, 2012), 
four by colleagues who at some point had e-mailed me 
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Fig. 5.  Illustration that general-knowledge scores were more evenly distributed across the 12 conditions in Smeesters 
and Liu’s (2011) colored-folders study than in 99.9% of its 100,000 simulations. The single study reported by Smeesters 
was simulated by drawing cards with replacement from the raw data. The x-axis corresponds to the sum of the fre-
quencies of the indicated mode across the 12 conditions. For example, if the mode appeared four times in each of the 
conditions, the sum was 48; if there were no repeated scores in any conditions, the sum was 12. In Smeesters’s raw 
data, the sum was 33. Only 21 of the 100,000 simulations had such a low sum (or lower).
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their WTP data (Frederick, 2012; Keren & Willemsen, 
2009; Simonson & Drolet, 2004; Yang, Vosgerau, & 
Loewenstein, 2012), a previous publication of my own 
(Simonsohn, 2009), and a new study I ran just for this 
analysis, asking participants to indicate their WTP for the 
same two T-shirts from Figure 6 (see Section 6 in the 
Supplemental Material). The data from Smeesters’s WTP 
study stand out markedly from all of these benchmark 
studies in a variety of ways. In what follows, I discuss 
three examples.

Multiples of $5 in the willingness-to-pay study.  A 
striking pattern in Smeesters’s WTP data is the low fre-
quency of valuations expressed as multiples of $5. Because 
people often round up or down when answering pricing 
questions, the percentage of such valuations is typically 
much higher than expected in the absence of such a prac-
tice (20%). Figure 7 shows that this is the case for all the 
benchmark studies, including two also run in The Nether-
lands and employing euros as the currency and three in 
which participants were excluded, as Smeesters claims to 
have done, on the basis of the instructional manipulation 
check (Oppenheimer, Meyvis, & Davidenko, 2009; see the 
Another Nonexplanation section). In Smeesters’s study, 
however, the rate of multiples of $5 is at the 20% baseline. 
That article, recall, also exhibits excessive similarity of 
means, an orthogonal anomaly. The upward trend evident 
in the figure indicates that multiples of $5 are more com-
mon among higher valuations than among lower 
valuations.

Correlation of valuations.  Recall that every partici-
pant indicated his or her WTP for both T-shirts in short 
succession. Individual differences in income, liking of 
T-shirts, attentiveness, and other variables should lead 
these WTPs to be correlated. The benchmark studies 

showed strong correlations in WTP for even completely 
unrelated items that were valued back-to-back by the 
same respondents. The Cronbach’s αs for overall WTP 
correlations were .48 for an air purifier, a DVD box, a 
chocolate bar, and candles (Frederick, 2012); .62 for a 
toaster, a telephone, a backpack, and headphones 
(Simonson & Drolet, 2004); and .52 for a planner, a key-
board, a calculator, a book, chocolates, and a computer 
mouse (Fudenberg et al., 2012).

In contrast, the correlation between the valuations of 
the two nearly identical T-shirts in the suspicious study 
was negative, r = −.67.11 In the replication study, the cor-
relation for those same T-shirts was, as is to be expected, 
positive and high, r = .80. The difference between these 
latter two correlations was highly significant, Z = 13.82, 
with a p of effectively 0.

Correlation in use of $5 multiples.  Combining the 
ideas behind the previous two analyses, I examined if the 
use of multiples of $5 was correlated within subjects. 
There are again many reasons to expect that this would 
be the case in a sample from real valuations (e.g., respon-
dents may differ in their tendency to use round numbers 
or their uncertainty in valuating T-shirts). Such a ten-
dency was indeed correlated in the benchmark studies, 
αs = .64, .58, and .57, respectively. The correlation in the 
suspected study, however, was negligible, r = −.04. In the 
replication with the same T-shirts, r was .62. The differ-
ence between these two correlations was again highly 
significant, Z = 5.52, p < 1 in 58 million.

Another nonexplanation

Smeesters also told the Erasmus committee that dropping 
participants failing an instructional manipulation check 
(Oppenheimer et al., 2009) may explain the excessive 

Fig. 6.  T-shirt images used in the willingness-to-pay study by Smeesters (see note 9) and my replication. 
Participants saw one T-shirt image at a time.
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similarity of means in his data. This does not make sense. 
Excluding noisy answers lowers standard deviations, 
making means seem more different from each other, 
because their difference is benchmarked against the stan-
dard deviations (see, e.g., the literature examining the 
impact of trimming means on standard errors; Keselman, 
Othman, Wilcox, & Fradette, 2004; Yuen, 1974).

Even if a researcher were to delete the highest few 
observations in conditions predicted to have low values, 
and the lowest few in conditions predicted to have high 
values, the result would be that means predicted to be 
similar would be too different, not too similar, to each 
other. In any case, I examined whether means in the 
article first proposing this technique (Oppenheimer et al., 
2009) and in a recent study using it across seven experi-
ments (Yang et al., 2012) were too similar; they were not 
(see Section 7 in the Supplemental Material).

Witch-Hunting

From pencils to Internet connections, all tools can be 
used for harm. This does not mean we should not pro-
duce or use tools, but it does mean we should take pre-
cautions to avoid nefarious uses. The use of statistical 
analyses for detecting potential fraud is no exception. 
Few scholarly goals are as important as eradicating fraud 
from our journals, and yet few actions are as regrettable 
as publicly accusing an innocent scholar of fraud. I took 
a great many measures to pursue the former while pre-
venting the latter. These measures should be easy to 
emulate, and improve on, by anyone conducting these 
types of analyses in the future: First, replicate analyses 
across multiple studies before suspecting foul play by a 
given author.12 Second, compare suspected studies with 
similar ones by other authors. Third, extend analyses to 
raw data. Fourth, contact authors privately and transpar-
ently, and give them ample time to consider your con-
cerns. Fifth, offer to discuss matters with a trusted 
statistically savvy advisor. Sixth, give the authors more 
time. Finally, if suspicions remain, convey them only to 
entities tasked with investigating such matters, and do so 
as discreetly as possible.
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Notes

1. In Section 1 of the Supplemental Material available online, 
I contrast the present case with the famous cases of Gregor 
Mendel and Cyril Burt. In Section 2, I discuss why Benford’s 
(1938) law, a regularity involving the frequency of digits across 
numbers that can be used to detect irregularities in data, is not 
generally applicable to psychological data.
2. The retraction is by Johnson, Smeesters, and Wheeler (2012).
3. Hypothesis testing traditionally examines whether data differ 
too much from a null hypothesis. Excessive-similarity tests, of 
course, examine the opposite. A reviewer pointed out that this 
may mean one ought to correct α levels to include rejection of 
the null when data are too similar in addition to too dissimilar 
to the null, in effect making two-sided tests three-sided, and 
one-sided tests two-sided. This reviewer wrote, “F tests should 
be two-tailed instead of one-tailed, and therefore the critical 
p value for significance should be 2.5% for high F values and 
2.5% for small F values.” Critical α levels ought to be set taking 
into account the costs and benefits of false positives versus false 
negatives. For fraud, the costs of a false positive are so high that 
an α of 2.5% seems unacceptably liberal. A more reasonable α 
may be 1/1,000, or 1/10,000, or lower still. Hence, we would 
need to reduce α for traditional too-much-deviation tests from 
5% merely to 4.99% to accommodate the 0.01% of the too-
little-deviation test. At that point, we might as well maintain the 
(anyway arbitrary) α of 5% overall (close enough to 4.99%) and 
remember to use very small αs when considering fraud.
4. The standard error of the standard deviation, assum-
ing normality, is calculated as SD// 2n  (Yule, 1922). For the  
hot-sauce study, for example, the standard deviation was  
25.11, and n was 15, so the standard error of the standard 
deviation was 4.58 (25.11/ 30 ). Note that the standard error is 
used merely for scaling, so although it is only approximate, the 
results do not hinge on possible deviations from such approxi-
mation. For more details, see Section 3 in the Supplemental 
Material.
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5. To simulate from the raw data under the null hypothesis of 
equal variances, one first must subtract the condition’s mean 
from each observation (for more details, see Boos & Brownie, 
1989).
6. These simulations included both number of fish and mood 
from Study 4. Without the latter dependent variable, the p value 
was .00083
7. Some of these were not reported in the original article and 
were obtained via e-mail from Smeesters.
8. In the first case study, I analyzed similarity of standard devia-
tions, so I used the standard error of the standard deviation, 
approximately SD// 2n . For this case study, I analyzed similarity 
of means, so I used the standard error of the mean, SD// n .
9. These two additional articles are Liu, Smeesters, and Trampe 
(2012) and Smeesters, Wheeler, and Kay (2009). The former 
article reported the study referred to here as Smeesters’s will-
ingness-to-pay study.
10. A student of Smeesters failed to replicate this study. His data 
did not show the excessively evenly distributed pattern (Zwaan 
et al., 2012, p. 27).
11. The correlation was also negative within the four conditions 
in which there was neither a predicted nor an observed differ-
ence in valuations of the T-shirts (r = −.64).
12. As a reviewer pointed out, although the probability that any 
given odd pattern is present in a data set is low, the probability 
that some odd pattern is present is obviously much greater. 
Replicating the same analyses across multiple studies by the 
same authors is a way to prevent the possibility of erroneously 
concluding that a given pattern is inconsistent with proper sam-
pling merely because one considered too many patterns and 
failed to correct for the multiple comparisons that were carried 
out. Another way to prevent this problem is to use very small 
αs (see note 2). For example, although the WTP abnormalities 
observed in Smeesters’s data were tested only in a single pub-
lication of his, the p values associated with the null hypothesis 
of random sampling are low enough (< 1 in several million) to 
protect against the concern of a higher family-wise error rate 
due to multiple comparisons.
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