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The "File Drawer Problem" and Tolerance for Null Results

Robert Rosenthal
Harvard University

For any given research area, one cannot tell how many studies have been con-
ducted but never reported. The extreme view of the "file drawer problem" is
that journals are filled with the 5% of the studies that show Type I errors,
while the file drawers are filled with the 95% of the studies that show non-
significant results. Quantitative procedures for computing the tolerance for filed
and future null results are reported and illustrated, and the implications are
discussed.

Both behavioral researchers and statisti-
cians have long suspected that the studies
published in the behavioral sciences are a
biased sample of the studies that are actually
carried out (Bakan, 1967; McNemar, 1960;
Smart, 1964; Sterling, 1959). The extreme
view of this problem, the "file drawer prob-
lem," is that the journals are filled with the
5% of the studies that show Type I errors,
while the file drawers back at the lab are
filled with the 95% of the studies that show
nonsignificant (e.g., p > .05) results.

In the past there was very little one could
do to assess the net effect of studies, tucked
away in file drawers, that did not make the
magic .05 level (Rosenthal & Gaito, 1963,
1964). Now, however, although no definitive
solution to the problem is available, one can
establish reasonable boundaries on the prob-
lem and estimate the degree of damage to
any research conclusion that could be done
by the file drawer problem.

This advance in our ability to cope with
the file drawer is an outgrowth of the in-
creasing interest of behavioral scientists in
summarizing bodies of research literature sys-
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tematically and quantitatively, both with re-
spect to significance levels (Rosenthal, 1969,
1976, 1978) and with respect to effect-size
estimation (Hall, 1978; Rosenthal, 1969,
1976; Rosenthal & Rosnow, 1975; Smith &
Glass, 1977; Glass, Note 1). One hopes that
this interest in summarizing entire research
domains will lead to an improvement in book-
keeping so that eventually all results will be
recorded both with an estimate of effect size
(e.g., r or d; Cohen, 1977) and with the
level of significance obtained, or more prac-
tically, with the standard normal deviate (Z)
that corresponds to the obtained p (Rosen-
thai, 1978).1 Future appraisals of research
domains of the type found in Psychological
Bulletin should give estimates of overall
effect sizes and significance levels; these esti-
mates of overall significance can provide a
basis for coping with the file drawer problem.

Tolerance for Future Null Results

Given any systematic quantitative review
of the literature bearing on a particular hy-

1 Standard normal deviates (Z) can be found by
various methods, of which the following three are
most often useful: (a) Obtain the exact p asso-
ciated with the test statistic (e.g., t, F, or x") and
find the Z associated with that p in tables of the
normal distribution; (6) if the effect size r or phi
is given or can be computed, Z can be estimated by
r ( N ) l ; (c) if the effect size d is given or can be
computed, Z can be estimated by [<fa/(<f + 4)] !

w*.
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pothesis, for example, that psychotherapy is
effective (Glass, Note 1), that women are
more sensitive than men to nonverbal cues
(Hall, 1978), or that one person's expecta-
tion for another person's behavior can come
to serve as self-fulfilling prophecy (Rosen-
thai, 1969, 1976), it is easy to calculate an
overall probability, based on all the inde-
pendent studies available to the reviewer,
that the effect in question is "real," that is,
not a Type I error (Rosenthal, 1978). The
fundamental idea in coping with the file
drawer problem is simply to calculate the
number of studies averaging null results that
must be in the file drawers before the overall
probability of a Type I error is brought to
any desired level of significance, say, p =•
.05. This number of filed studies, or the
tolerance for future null results, is then
evaluated for whether such a tolerance level
is small enough to threaten the overall con-
clusion drawn by the reviewer. If the overall
level of significance of the research review
will be brought down to the level of just sig-
nificant by the addition of just a few more
null results, the finding is not resistant to
the file drawer threat.

Computation

Perhaps the simplest, most useful way of
computing the overall p of a, set of research
studies is the method of adding Zs (Cochran,
1954; Mosteller & Bush, 1954; Rosenthal,
1978). This method requires only that one
add the standard normal deviates of Zs asso-
ciated with the ps obtained and divide by
the square root of the number of studies be-
ing combined. The result is itself a Z that
can be entered in a table to find the asso-
ciated overall p:

zc = (i)
where Zc is the new combined Z, k is the
number of studies combined, and Zk is the
mean Z obtained for the k studies.

To find the number (X) of new, filed, or
unretrieved studies averaging null results re-
quired to bring the new overall p to any de-
sired level, say, just significant at p = .05

(Z — 1.645), one simply writes:

1.645 =

Rearrangement shows, then, that

(2)

X = - 2.706]. (3)

An alternative formula that may be more
convenient when the sum of the Zs (2Z) is
given rather than the mean Z is as follows:
X = [(2Z)2 / 2.706] - *. One method based
on counting rather than adding Zs may
be easier to compute and can be employed
when exact p levels are not available; but it
is probably less powerful. If X is the number
of new studies required to bring the overall p
to .50 (not to .05), s is the number of sum-
marized studies significant at p < .05, and n
is the number of summarized studies not sig-
nificant at .05, then X = \9s-n. Another
conservative alternative when exact p levels
are not available is to set Z = .00 for any
nonsignificant result and to set Z = 1.645
for any result significant at p < .05.

Equations 1, 2, and 3 all assume that
each of the k studies is independent of all
other k — 1 studies, at least in the sense of
employing different sampling units. There
are other senses of independence, however;
for example, one can think of two or more
studies conducted in a given laboratory as
less independent than two or more studies
conducted in different laboratories. Such non-
independence can be assessed by intraclass
correlations. Whether nonindependence of this
type serves to increase Type I or Type II
errors appears to depend in part on the rela-
tive magnitude of the Zs obtained from the
studies that are correlated or too similar. If
the correlated Zs are, on the average, as high
(or higher) as the grand mean Z corrected
for nonindependence, the combined Z one
computes by treating all studies as inde-
pendent will be too large. If the correlated
Zs are, on the average, clearly low relative
to the grand mean Z corrected for noninde-
pendence, the combined Z one computes by
treating all studies as independent will tend
to be too small.
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Illustration

In 1969, 94 experiments examining the
effects of interpersonal self-fulfilling prophe-
cies were summarized (Rosenthai, 1969).
The mean Z of these studies was 1.014, k
was 94, and Zc for the studies combined was
9.83 = 94(1.014)7(94)*.

How many new, filed, or unretrieved stud-
ies (X) would be required to bring this very
large Z down to a barely significant level (Z
= 1.645)? By Equation 3,

X = (94/2.706) [94(1.014)2

- 2.706] = 3,263.

One finds that 3,263 studies averaging null
results (Z = .00) must be crammed into file
drawers before one would conclude that the
overall results were due to sampling bias in
the studies summarized by the reviewer. In
a more recent summary of the same area of
research (Rosenthai, 1976), the mean Z of
311 studies was 1.180, k was 311, and X was
49,457! Thus, nearly 50,000 unreported stud-
ies averaging a null result would have to
exist somewhere before the overall results
could reasonably be ascribed to sampling
bias.

Discussion

There is both a sobering and a cheering
lesson to be learned from careful study of
Equation 3- The sobering lesson is that
small numbers of studies that are not very
significant, even when their combined p is
significant, may well be misleading in that
only a few studies filed away could change
the combined significant result to a nonsig-
nificant one. Thus, 15 studies averaging a Z
of .50 have a combined p of .026; but if there
were only 6 studies tucked away showing
a mean Z of .00, the tolerance level for
null results would be exceeded, and the sig-
nificant result would become nonsignificant
(i.e., /»>.05) . Or if there were 2 studies
averaging a Z of 2.00, the combined p
would be about .002; but uncovering 4 new
studies averaging a Z of .00 would bring p
into the not significant region.

The cheering lesson is that when the num-
ber of studies available grows large or the
mean directional Z grows large, the file
drawer hypothesis as a plausible rival hy-
pothesis can be safely ruled out. If 300
studies are found to average a Z of +1.00,
it would take 32,960 studies to bring the
new combined p to a nonsignificant level;
that many file drawers full is simply too im-
probable.

At the present time no firm guidelines can
be given as to what constitutes an unlikely
number of unretrieved or unpublished studies.
For some areas of research 100 or even 500
unpublished and unretrieved studies may be
a plausible state of affairs, whereas for others
even 10 or 20 seems unlikely. Probably any
rough and ready guide should be based partly
on k so that as more studies are known it
becomes more plausible that other studies in
that area may be in those file drawers. Per-
haps one could regard as resistant to the
file drawer problem any combined results
for which the tolerance level (X) reaches 5k
+ 10. This seems a conservative but reason-
able tolerance level; the 5k portion suggests
that it is unlikely that the file drawers have
more than five times as many studies as the
reviewer, and the 10 sets the minimum num-
ber of studies that could be filed away at 15
(when k = 1).

It appears that more and more reviewers
of research literature are estimating average
effect sizes and combined ps of the studies
they summarize. It would be very helpful to
readers if for each combined p they pre-
sented, reviewers also gave the tolerance for
future null results associated with their over-
all significance level.

Reference Note

I. Glass, G. V. Primary, secondary, and meta-anal-
ysis of research. Paper presented at the meeting
of the American Educational Research Asso-
ciation, San Francisco, April 1976.

References

Bakan, D. On method. San Francisco: Jossey-Bass,
1967.

Cochran, W. G. Some methods for strengthening
the common x2 tests. Biometrics, 1954, 10, 417-
451.



TOLERANCE FOR NULL RESULTS 641

Cohen, J. Statistical power analysis for the be-
havioral sciences (Rev. ed.). New York: Academic
Press, 1977.

Hall, J. A. Gender effects in decoding nonverbal
cues. Psychological Bulletin, 1978, *5, 84S-8S7.

McNemar, Q. At random: Sense and nonsense.
American Psychologist, 1960, IS, 295-300.

Hosteller, F. M., & Bush, R. R. Selected quantita-
tive techniques. In G. Lindzey (Ed.), Handbook
of social psychology: Vol. 1. Theory and method.
Cambridge, Mass.: Addison-Wesley, 19S4.

Rosenthal, R. Interpersonal expectations. In R.
Rosenthal & R. L. Rosnow (Eds.), Artifact in
behavioral research. New York: Academic Press,
1969.

Rosenthal, R. Experimenter effects in behavioral
research (Enlarged ed.). New York: Irvington,
1976.

Rosenthal, R. Combining results of independent
studies. Psychological Bulletin, 1978, 85, 185-193.

Rosenthal, R., & Gaito, J. The interpretation of
levels of significance by psychological researchers.
Journal of Psychology, 1963, 55, 33-38.

Rosenthal, R., & Gaito, J. Further evidence for
the cliff effect in the interpretation of levels of
significance. Psychological Reports, 1964, 15, 570.

Rosenthal, R., & Rosnow, R. L. The volunteer sub-
ject. New York: Wiley-Interscience, 1975.

Smart, R. G. The importance of negative results
in 'psychological research. Canadian Psychologist,
1964, 5, 225-232.

Smith, M. L., & Glass, G. V. Meta-analysis of
psychotherapy outcome studies. American Psy-
chologist, 1977, 32, 752-760.

Sterling, T. D. Publication decisions and their pos-
sible effects on inferences drawn from tests of
significance—or vice versa. Journal of the Ameri-
can Statistical Association, 1959, 54, 30-34.

Received February 16, 1978 •

Editorial Consultants for This Issue

Mark I. Appelbaum
David Arenberg
Pierce Barker
Anthony Biglan
A. H. Black
R. Darrell Bock
Charles J. Bralnerd
Jack W. Brehm
Anthony Bryk
Leonard S. Cahen
Angus Campbell
Russell M. Church
William V. Clemans
Gerald L. Clore
C. Keith Conners
James F. Crow
Fred L. Damarln
Richard Darlington
James H. Davis
Donald D. Dorfman
Alice H. Eagly
Paul Ekman
Jean-Claude Falmagne
N. T. Feather
Joseph L. Flelss
Carl Frederlksen

John W. French
Paul A. Games
Wendell R. Garner
Douglas R. Glasnapp
Goldine C. Gleser
Harry F. Gollob
Curtis Hardyck
Chester Harris
Richard J. Harris
John L. Horn
Paul Horst
Lawrence J. Hubert
Thomas J. Hummel
Lloyd G. Humphreys
Douglas N. Jackson
Arthur R. Jensen
Anthony Kales
Gideon Keren
Walter Klntsch
Helena Chmura Kraemer
C. C. Li
Joseph LoPlccolo
R. Duncan Luce
Michael Mac hover
Melvin Manls

Michael P. Maratsos
Donald L. Meyer
John Money
Robert D. Nebes
K. Daniel O'Leary
Thomas Pettigrew
Peter Poison
Robert A. Rescorla
Samuel H. Revusky
Robert Rosenthal
John W. Schneider
Barry Schwartz
Devendra Singh
Mary Lee Smith
Brandt F. Steele
John Thibaut
Ross Traub
William R. Uttal
John P. Wanous
Paul H. Wender
Charles E. Werts
Richard E. Whalen
Jerry Wiggins
Rand Wllcox
Herman A. Wltkin


