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Preferences are transitive if for any three options A, B, and C, when A is preferred to B, and B is preferred to C, then A is also preferred to C. The assumption that preferences are transitive plays a fundamental role in models of decision making and is widely accepted as a basic requirement of rational choice. Nonetheless, a large body of experimental research, building on the pioneering studies of May (1954) and Tversky (1969), appears to demonstrate robust intransitivities of preference.

Researchers studying transitivity can only observe the choices people make, however, and must infer underlying preferences from observed choices. This inference problem is non-trivial because people do not always choose consistently. Faced with multiple choices between A and B, for example, the same decision maker (DM) may choose A two thirds of the time, and choose B one third of the time. What conclusions can be drawn about the DM’s “true” preferences? One solution to this problem is to infer preference from majority choice: If A is usually chosen over B, then A is preferred to B (Block & Marschak, 1960; Marschak, 1960). Accordingly, a DM’s choices are said to satisfy weak stochastic transitivity if, whenever A is chosen at least as often as B in repeated pairwise choice, and B is chosen at least as often as C, then A is chosen at least as often as C. This...
was the standard adopted by Tversky (1969), who identified a subset of participants who violated weak stochastic transitivity (but see Iversen & Falmagne, 1985).

It has been pointed out, however, that if preferences are dynamic (i.e., a person may have different preference orders at different times), weak stochastic transitivity can be violated even by a DM who has a definite transitive preference order at each point in time (Loomes & Sugden, 1995; Regenwetter, Dana, & Davis-Stober, 2010). Regenwetter, Dana, and Davis-Stober (2011) recently analyzed a class of choice models called random preference models, in which a DM randomly draws a preference order from a distribution over transitive orders at each point in time. In these models, the probability of selecting a preference order is unaffected by the choice context—that is, the set of options presented to the DM in the current choice problem. While random preference models allow for violations of weak stochastic transitivity, the choice behavior they induce must satisfy a set of conditions called the triangle inequalities, explained below. Regenwetter and colleagues analyzed new as well as previously published data on transitivity (including the data in Tversky, 1969), and argued that they are in fact consistent with the triangle inequalities, and therefore with random preference models (cf. Regenwetter et al., 2014). They conclude that there is little evidence for intransitivty of preference.

In this article, we consider a broader class of stochastic choice models, in which the probability attached to a preference order can depend on present and past choice contexts. These context-sensitive preference models can lead to intransitive choice cycles which violate the triangle inequalities, even when underlying preferences are always transitive. The models are motivated by a range of experimental context effects, which suggest that people rely on the context of choice to "construct" their preferences online (Payne, Bettman, & Schkade, 1999; Slovic, 1995). Furthermore, we identify conditions under which context-sensitive preference is normatively justified. We show that the choices of a rational DM with limited prior knowledge, who constructs transitive preferences based on reasonable inferences under memory constraints, can exhibit intransitive cycles that violate the triangle inequalities. The choice problems we study are closely related to multiattribute choice problems in which May (1954) and Kivetz and Simonson (2000) obtained evidence for behavioral intransitivity. We show that, in extended repeated-choice designs, these choice problems lead to significant violations of both weak stochastic transitivity and the triangle inequalities at the within-subjects level. To our knowledge, this is the first clear demonstration of a violation of the triangle inequalities.

In the remainder of this article, we first briefly review the literature on (in)transitive choice and preference. We then examine situations where, we argue, rational choice can be captured by a context-sensitive preference model in which preferences are always transitive but choices can exhibit robust intransitive cycles. In two experiments, we show that people exhibit the choice patterns predicted by the model. The General Discussion considers normative and descriptive implications of this work for the study of (in)transitivity.

Interpreting Intransitive Choice

Transitivity of preference is a fundamental assumption of standard models of rational choice (but see Anand, 1993; Fishburn, 1991). Theoretically, stable cycles of intransitivity expose DMs to "money pumps," in which a DM repeatedly pays small premiums to exchange A for B, B for C, and C for A, losing money but gaining nothing in each cycle (Davidson, McKinsey, & Suppes, 1955). Empirically, people are sometimes disturbed to learn that their choices have been intransitive (Tversky, 1969) and may modify their choices to eliminate the intransitivity (Luce & Raiffa, 1957).

Nonetheless, a number of apparent violations of transitivity have been documented (e.g., Budescu & Weiss, 1987; Kivetz & Simonson, 2005). Regenwetter et al. (2010, 2011) refer to these models as "mixture models." The models are also equivalent to (distribution-free) "random utility models" (cf. Block & Marschak, 1960; Regenwetter et al., 2010). We adopt the terminology of "random preference models" to emphasize that the selection of a preference order is random with respect to the choice context.

1 The issue remains a point of contention, however. See Birnbaum (2011); Birnbaum and Gutierrez (2007), and Cavagnaro and Davis-Stober (2014), who reach similar conclusions, as well as Myung, Karabatsos, and Iverson (2005) and Tsai and Böckenholt (2006), whose conclusions differ.
Studies of transitivity usually examine choices between options which are characterized on multiple attributes or between risky gambles which vary in the probability and magnitude of a prize. Some studies employ between-subjects designs, in which transitivity is analyzed at the group level. For reasons discussed below, between-subjects tests of transitivity are problematic, however, and the most informative studies employ within-subjects designs. In within-subjects designs, each choice pair is presented multiple times to each participant, and repetitions of individual choice pairs are typically separated by filler items in order to minimize memory carryover and maximize cross-choice independence. Transitivity is then analyzed at the level of the individual participant. Some researchers have used initial screening procedures to select participants whose choices are likely to exhibit intransitivity, and subsequently verified this pattern in a more extensive series of choices (Ranyard, 1977; Tversky, 1969).

Regardless of whether transitivity is studied at the individual or group level, any empirical study of transitivity confronts the important inference problem described above. How can the “true” preferences of participants be inferred from fluid choice data, which may exhibit both “true” preferences of participants be inferred from fluid choice data, which may exhibit both systematic and random variability across time? We now examine the two aforementioned criteria, weak stochastic transitivity and the triangle inequalities, in greater detail.

Weak stochastic transitivity is the better-known criterion, and has been especially influential in tests of transitivity. Letting \( P_{xy} \) denote the probability that option \( y \) is chosen over option \( x \), weak stochastic transitivity holds when, for all option triples \( \{A, B, C\} \), if \( P_{AB} \geq .5 \) and \( P_{BC} \geq .5 \), then it is also the case that \( P_{AC} \geq .5 \). The criterion is problematic, however, as suggested above, because it can be violated by the choices of a DM with transitive preferences that change over time. To see how, consider a DM whose preferences fluctuate as follows. A random third of the time, the DM has a transitive preference order of \( A > B > C \). Another random third of the time, the DM has the transitive order \( B > C > A \), and the rest of the time, the DM has the transitive order \( C > A > B \). In a repeated-choice design, this DM will choose \( A \) over \( B \) two thirds of the time, choose \( B \) over \( C \) two thirds of the time, and choose \( C \) over \( A \) two thirds of the time. The DM would therefore violate weak stochastic transitivity—yet the DM’s preferences are neither intransitive nor counternormative. Models of rational choice generally allow preferences to change over time (Anand, 1993; Bar-Hillel & Margalit, 1988; Regenwetter et al., 2010).

This aggregation problem substantially complicates the interpretation of violations of weak stochastic transitivity in within-subjects designs. The problem is only compounded in between-subjects designs, in which different participants’ preference orders can combine to yield apparent intransitivity at the group level, even if each individual’s preference order is both transitive and stable across time (Condorcet, 1785).

The triangle inequalities supply an alternative criterion which does not suffer from this problem. A DM’s choices satisfy these inequalities if, for every option triple \( \{A, B, C\} \), it is the case that

\[
P_{AB} + P_{BC} - P_{AC} \leq 1.
\]

Many models of transitive preference, including the random preference models advanced by Regenwetter et al. (2011), imply the triangle inequalities, which have long been recognized as a fundamental criterion for transitivity (Block & Marschak, 1960; Morrison, 1963). Conversely, for choice sets of five or fewer options, if choice probabilities satisfy the triangle inequalities, there exists a random preference model that can induce these choice probabilities (Cohen & Falmagne, 1990; Falmagne, 1978; Fiorini, 2001).

The behavioral literature, however, has largely neglected the triangle inequalities, and

\[ P_{AB} + P_{BC} - P_{AC} \leq 1. \]

3 We adopt the following standard notation. Given a set \( S \) of options, the binary relation \( \geq \) defined on \( S \) denotes weak preference. Strict preference, \( x > y \), obtains if and only if \( x \geq y \) and not \( y \geq x \). Indifference \( (x \sim y) \) holds when both \( x \geq y \) and \( y \geq x \). Except where otherwise indicated, we assume that \( \geq \) is complete (i.e., for all \( x, y \in S \), \( x \geq y \) or \( y \geq x \)).

4 To appreciate why random mixtures of transitive orders must satisfy the triangle inequalities, consider the example of a DM who prefers \( A \) to \( B \) 90% of the time, and also prefers \( B \) to \( C \) 90% of the time \( (P_{AB} = P_{BC} = .9) \). Suppose the times at which \( A > B \) and the times at which \( B > C \) have minimal overlap. In this case, they will overlap 80% of the time. In this 80% overlap, a transitive DM must also prefer \( A \) to \( C \). That is, \( P_{AC} \geq .8 \). If there is greater overlap, the transitive DM will be constrained to prefer \( A \) to \( C \) even more often. Therefore, \( P_{AB} + P_{BC} - P_{AC} \leq .9 + .9 - .8 = 1. \)
rigorous statistical methods for testing the inequalities have only recently been developed (Davis-Stober, 2009). Applying these methods in a wide-ranging critique of the empirical literature, Regenwetter et al. (2010, 2011, 2014) examined old and new data sets and found little evidence for violations of the triangle inequalities. They concluded that there are no convincing demonstrations of intransitive preference, as existing data appear to be consistent with random preference models in which preferences vary over time but are always transitive.

Later, we report two experiments which, to our knowledge, demonstrate the first clear empirical violations of the triangle inequalities. The observed choice data therefore cannot be explained as resulting from transitive preferences that change randomly over time. Nonetheless, we argue that even these strong findings do not establish intransitivity of preference. Instead, we show that the observed violations of the triangle inequalities are consistent with transitive preferences that depend on the choice context and change systematically over time.

**Context-Sensitive Preference Models**

Conceptually, our analysis builds on the idea of mixtures of preference orders advocated by Regenwetter et al. (2010, 2011). Like a random preference model, a context-sensitive preference model assumes that DMs can be characterized by some fixed set of potential preference orders, and that at each point in time, one of these preference orders is selected. The models differ in how preference orders are selected, however. Random preference models posit a probability distribution over preference orders that is independent of the choice context. Independent draws from this distribution determine which order is selected, and choices are made according to the currently selected order. In a context-sensitive preference model, on the other hand, the probability that a given preference order is selected for a choice may depend on the choice context and change systematically over time. In light of a wide range of context effects that have been documented in the literature on decision making (see, e.g., Payne et al., 1999), context-sensitive preferences are psychologically plausible. Moreover, strong context effects can be normatively appropriate when prior knowledge is limited and the sample of available options comprises the DM’s best evidence about the distribution of relevant attributes in the population of interest.

Sher and McKenzie (2014) recently developed a normative analysis of such choice situations. In their “options-as-information” model, rational DMs begin with an underspecified prior model of the distribution of relevant attributes. When a sample of options is encountered, DMs update their prior model to obtain a “posterior model” of the attribute space, which incorporates inferences drawn from the option sample. The attribute values of the available options are then normalized relative to the posterior model of the attribute distribution (e.g., to obtain $z$ scores or percentiles). Finally, they are combined using a weighted-additive rule, in which fixed weights are applied to the normalized attribute values, and the weighted normalized attribute values are summed to yield an overall evaluation of each option. This evaluation process is consistent with multiattribute utility theory, the predominant normative and prescriptive model of multiattribute choice (Edwards & Barron, 1994; Keeney & Raiffa, 1993). Importantly, in the options-as-information analysis, different option samples can lead to different models of the attribute space, and therefore to different evaluations and preferences. As a result, preferences are systematically context-dependent. Sher and McKenzie (2014) have applied this model to explain joint-separate reversals traditionally attributed to the evaluability hypothesis (Hsee, 1996; Hsee et al., 1999).

To see how context-dependent preferences can lead to an intransitive choice cycle, even when the DM’s preferences are always complete and transitive, consider the sound systems in Table 1. Each sound system is defined on three (fictitious) attribute dimensions (harmonic...
range, sound depth, and acoustic power), each with its own (fictitious) unit of measurement. We consider a DM who may have some notion of the meaning of these attributes, and is aware that higher values are better on each dimension, but knows nothing about the distribution of each attribute in the larger population of sound systems. Thus, for example, the DM does not know whether 10 mill is a good or a poor value on the dimension of harmonic range.

In the options-as-information analysis, the DM first receives a sample of options—for example, \( \{A, B\} \). On the basis of this sample, the DM draws inferences to form a posterior model of the distribution of each attribute. The DM then interprets each attribute value in light of this updated model. That is, each absolute attribute level (such as \( A \)'s level of 10 mill on harmonic range) is transformed into a “normalized value” that reflects its attractiveness relative to the posterior model of the attribute. The weights assigned to the three attributes, on the other hand, are not affected by the option sample. Finally, the DM evaluates each option by computing a weighted sum of its model-normalized attribute values, and chooses the option with the highest value.

A formal analysis of this inference-and-evaluation process is provided in the Appendix. Here, we provide an intuitive sketch of the model and its implications. Because the DM has no prior knowledge of the attribute distributions (e.g., the mean value and the range of variation), the model assumes that similar inferences are drawn from all samples. \( A \)'s normalized value for harmonic range, for example, relative to the model inferred from the option sample \( \{A, B\} \), is assumed to be similar to \( C \)'s normalized value for harmonic range relative to the model inferred from \( \{B, C\} \), because both constitute the smaller of the two values for harmonic range in their respective two-option samples. Second, we assume that the DM’s memory capacity is limited, so that, under the conditions tested in the experiment, the DM has forgotten about past choice pairs when a new choice pair is encountered. Under these assumptions, the options-as-information analysis is consistent with certain patterns of choice behavior but not others.

Consider, first, a DM who assigns roughly equal weights to the three attributes. On receiving the option sample \( \{A, B\} \), the DM is likely to adopt a posterior model in which \( B \) is above and \( A \) is below average on harmonic range, while \( A \) enjoys analogous advantages on sound depth and acoustic power. The DM’s posterior model is schematically depicted in the middle column of Figure 1. The figure shows how the

![Figure 1](image_url)
sampled options $A$ and $B$ (as well as the non-sampled option $C$) relate to this posterior model. Because the weights assigned to the attributes are about equal, $B$'s model-normalized advantage on harmonic range will be offset by $A$'s model-normalized advantage on the other two attributes, leading to a preference for $A$ over $B$ when $\{A, B\}$ is seen. The same process will lead the DM to adopt a model that favors $B$ when $\{B, C\}$ is seen, and to adopt a model that favors $C$ when $\{A, C\}$ is seen. The DM's choice behavior will therefore exhibit an intransitive cycle across the three contexts. Indeed, if attribute weights do not change over time, the DM will always choose $A$ over $B$, always choose $B$ over $C$, and always choose $C$ over $A$ in repeated pairwise choice.

But while the DM's choices exhibit a robust intransitive cycle, the DM's underlying preferences are never intransitive. To illustrate, consider a DM who computes $z$ scores from option samples and assigns equal weights to the three attributes, and let $\geq_S$ denote the preference order that results when sample $S$ is received. As detailed in the Appendix, on encountering the sample $\{A, B\}$, the DM arrives at the transitive preference order $C >_{\{A,B\}} A >_{\{A,B\}} B$. On sampling $\{B, C\}$, the DM draws different inferences, which result in the preference order $A >_{\{B,C\}} B >_{\{B,C\}} C$. Finally, on sampling $\{A, C\}$, the resulting order is $B >_{\{A,C\}} C >_{\{A,C\}} A$. That is, when attribute weights are equal in the normative model, the samples $\{A, B\}$, $\{B, C\}$, $\{A, C\}$ induce different preference orders which include the relations $A >_{\{A,B\}} B$, $B >_{\{B,C\}} C$, and $C >_{\{A,C\}} A$. This leads to an intransitive cycle of choices, even though no sample gives rise to intransitive preferences.

In what follows, we use the term choice pattern to refer to behavior in pairwise choice. In general, we designate by $xyz$ an intransitive pattern of observed choices in which $x$ is selected over $y$, $y$ over $z$, and $z$ over $x$. $xyz$ refers to a transitive pattern of behavior in which $x$ is selected over both $y$ and $z$, and $y$ is selected over $z$. For example, the intransitive choice pattern described in the previous paragraph is denoted by $ABCA$.

Table 2 shows that in addition to this intransitive choice pattern, there are also transitive patterns that are consistent with the inferential process described above. This is because a DM who places sufficiently strong weight on one attribute relative to the others will always choose the option that is favored on that attribute. For example, DMs who care strongly about harmonic range will choose $B$ over $C$, $C$ over $A$, and $B$ over $A$. Regardless of the option sample they encounter and the inferences they draw, such DMs will choose according to the pattern $ABC$. Likewise, DMs who care strongly about sound depth will exhibit a consistent $CAB$ pattern, and those who place a great emphasis on acoustic power will exhibit an $ABC$ pattern.

At the same time, some choice patterns are incompatible with the inferential model. DMs cannot exhibit a consistent $CBA$ pattern, for example. Intuitively, a DM who chooses $C$ over $B$ when $\{B, C\}$ is sampled must greatly value sound depth, because it is the only attribute on which $C$ outperforms $B$. Greatly valuing sound depth is inconsistent with choosing $B$ over $A$ when $\{A, B\}$ is sampled, however, because $A$ outperforms $B$ in terms of this attribute. In this fashion, the model rules out the transitive patterns $CAB$ and $CBA$.

Table 2

<table>
<thead>
<tr>
<th>Choice pattern</th>
<th>Transitive?</th>
<th>Permitted?</th>
<th>Attribute weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ABC$</td>
<td>Y</td>
<td>Y</td>
<td>$w_x &gt; w_y + w_z$</td>
</tr>
<tr>
<td>$BCA$</td>
<td>Y</td>
<td>Y</td>
<td>$w_y &gt; w_z + w_x$</td>
</tr>
<tr>
<td>$CAB$</td>
<td>Y</td>
<td>Y</td>
<td>$w_z &gt; w_x + w_y$</td>
</tr>
<tr>
<td>$ACB$</td>
<td>Y</td>
<td>N</td>
<td>NA</td>
</tr>
<tr>
<td>$BAC$</td>
<td>Y</td>
<td>N</td>
<td>NA</td>
</tr>
<tr>
<td>$CBA$</td>
<td>Y</td>
<td>N</td>
<td>NA</td>
</tr>
<tr>
<td>$ABCA$</td>
<td>N</td>
<td>Y</td>
<td>$\forall i, j, k, w_i &lt; w_j + w_k$</td>
</tr>
<tr>
<td>$ACBA$</td>
<td>N</td>
<td>N</td>
<td>NA</td>
</tr>
</tbody>
</table>

Note. The table lists all possible transitive and intransitive choice patterns. For each choice pattern, the table indicates whether it is permitted by the normative context-sensitive model. For permitted choice patterns, the rightmost column gives the attribute weights that would lead a DM to exhibit the pattern. $w_x$, $w_y$, and $w_z$ are the weights assigned to acoustic range, harmonic range, and sound depth, respectively. For the intransitive cycle $ABCA$, the weighting condition assumes that $i, j, k \in \{h, s, a\}$ and $i \neq j \neq k$. See Appendix for derivations.

6 From the DM’s point of view, $C$ is a purely hypothetical or imaginary option, but it can nonetheless be evaluated in terms of the posterior model of the attribute space inferred from $\{A, B\}$. Furthermore, the posterior model, together with the DM’s attribute weights, imply a valuation for a hypothetical option like $C$.  
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choice patterns \(CBA, BAC,\) and \(ACB,\) as well as the intransitive pattern \(ACBA.\)

This analysis is developed in more detail in the Appendix. The analysis rests on two critical assumptions—that sample-based inferences are scale-independent, and that the DM’s memory is limited in capacity. The former assumption seems reasonable in situations where prior familiarity with the relevant attribute scales is minimal: The larger attribute value in the sample will be assigned a higher standing relative to the inferred posterior model, but the DM does not have prior knowledge as to whether the specific numerical difference between sampled values is large or small.

The assumption of limited-capacity memory is also essential to the analysis. If DMs retained perfect memory for previously sampled choice pairs, their posterior models for each attribute should stabilize over the course of a sequence of repeated choices. In the long run, this would lead to a consistent transitive choice pattern as the sequence proceeds. Human memory is far from perfect, however, and as noted above, experiments that examine transitivity at the individual level are deliberately designed to minimize memory carryover between repeated presentations of a choice problem (i.e., by including filler items and distributing choices across multiple experimental sessions). While these design features are motivated by the need to ensure that repeated pairwise choices are independent, they also minimize the likelihood of sustained learning over the course of the experiment. With each new sample, experimental participants may thus encounter the attribute values “as if for the first time.” As a result, a normatively appropriate evaluation process can yield stable cycles of intransitive choice in typical within-subjects designs.

An options-as-information analysis of pairwise choices between the stimuli in Table 1 thus leads to a model of context-based inference and preference which is consistent with three transitive choice patterns and one intransitive pattern. The intransitive cycle, which arises in the simple case in which the three attributes are assigned similar weights, can be of arbitrary strength, and can therefore violate any criterion for transitivity, including weak stochastic transitivity and the triangle inequalities. In what follows, we show that this context-sensitive preference model is empirically testable, and we discuss how experimental tests of the model relate to tests of the two transitivity criteria.

**Testing Context-Sensitive Preference Models**

The recent mathematical advances of Davis-Stober (2009) have made statistical tests of weak stochastic transitivity and the triangle inequalities relatively straightforward, especially for small choice sets. These advances also allow us to test context-sensitive preference models. The approach is best illustrated in a geometric representation of the models (cf. Iverson & Falmagne, 1985; Regenwetter et al., 2010).

As before, let \(P_{xy}\) denote the probability that \(x\) is chosen over \(y\) in a pairwise choice between the two options. The unit cubes in Figure 2 depict probability spaces in which the three axes represent the probabilities \(P_{AB}, P_{BC},\) and \(P_{AC}.\) The cubes’ eight vertices correspond to the six transitive choice patterns and two intransitive patterns defined over the choice set \(\{A, B, C\}.\) In a within-subjects design, in which DMs make repeated pairwise choices between the stimuli, the choices of a perfectly consistent DM who always chooses the same option from each pair would lie on one of these vertices.

In this probability space, weak stochastic transitivity can be represented as a union of half-unit cubes, shown as the shaded volume in the top-left panel of Figure 2 (Iverson & Falmagne, 1985). The choices of a DM who satisfies weak stochastic transitivity would fall inside this shaded volume of the space. Similarly, random preference models can be represented in the probability space by a shape known as the linear ordering polytope, shown as the shaded volume in the top-right panel of Figure 1 (cf. Fiorini, 2001; Regenwetter et al., 2010). This shape is characterized by the triangle inequalities, so that the choice frequencies of a DM who satisfies the inequalities would fall inside the shaded volume. Note that the unshaded volumes in the two top panels of Figure 2 describe neighborhoods of the two vertices which correspond to the intransitive cycles—violations of both weak stochastic transitivity and of the triangle inequalities are associated with intransitive behavior.

The context-sensitive preference model developed in the previous section can also be represented in this probability space. In fact, the
model has two plausible representations, corresponding to two ways in which within-subjects variability in choice behavior can be modeled. As emphasized above, behavior in repeated-choice experiments exhibits temporal inconsistency: The option selected from a given choice pair on one trial may be rejected on a subsequent trial involving the same pair. Traditionally, this temporal inconsistency has been modeled as arising from one of two sources—“noise” in the expression of preference, or preferences that change over time.

The first approach is implicit in the criterion of weak stochastic transitivity. According to this approach, even when “true” preferences are unique and stable, the expression of preference is inherently noisy. A DM who prefers $A$ to $B$, for example, may nonetheless sometimes choose $B$ over $A$. It is then reasonable to identify “true” preference with modal response (Block & Marschak, 1960; Marschak, 1960). This “noisy-response” approach can be adapted to tests of the context-sensitive preference model. Here, a given DM’s attribute weights—and, therefore, the DM’s preference order—are assumed to be unique and stable. If the expression of preference were not noisy, the DM’s responses would then fall precisely on one of the four vertices corresponding to the four patterns identified as consistent with the context-sensitive preference model in the previous section (the transitive patterns $ABC$, $BCA$, and $CBA$, as well as the intransitive pattern $ABCA$). Allowing for the expression of preference to be noisy, on the other hand, and identifying preference with modal response, yields the proba-

Figure 2. Geometric representations of weak stochastic transitivity (top-left), the triangle inequalities (top-right), and the “noisy response” and “flexible weight” specifications of the context-sensitive preference model (bottom-left and bottom-right, respectively) in a probability space whose axes represent choice probabilities in pairwise choices between $A$, $B$, and $C$. The individually labeled vertices correspond to the pure (i.e., perfectly consistent) choice patterns permitted by each model.
bility space representation in the bottom-left panel of Figure 2.

The second approach to modeling within-subjects variability is implicit in the triangle inequality criterion. This approach assumes that the expression of preference is not subject to noise, but allows a DM’s preferences to randomly vary. It, too, can be adapted for a test of the context-sensitive preference model. Here, the DM’s attribute weights are allowed to randomly vary over time. This random variation arises from volatile tastes, and hence is assumed to be independent of the choice context. Thus, in this “flexible-weights” approach, the DM’s dynamic construction of a preference order has both a context-independent component (fluctuating attribute weights) and a context-dependent component (inferences from option samples). At any given moment, behavior is determined both by the DM’s current attribute weights and by the DM’s current model of the attribute distributions. As a result, the DM’s choice behavior, aggregated over time, will be a probabilistic mixture of the four choice patterns identified in the previous section as consistent with the model. This approach to modeling within-subjects variability yields the probability space representation in the bottom-right panel of Figure 2.

In empirically testing the context-sensitive preference model, we evaluate both models of variability described above—the “noisy response” representation (Figure 2, bottom-left) and the “flexible weights” representation (bottom-right). We also test the alternative models (weak stochastic transitivity and random preference models) depicted in the top row of Figure 2. For each participant, we test whether his or her choice data are consistent with each model by applying the statistical methodology developed by Davis-Stober (2009). These tests assess whether the participant’s data lie far enough from the model’s representation in probability space to count as a significant violation. Formally, all four models can be represented as convex polytopes or unions thereof, as in Figure 2; Davis-Stober (2009) derived likelihood ratio tests for multinomially distributed random variables (e.g., a participant’s choice frequencies) under the inequality constraints imposed by such a representation. The key technical problem is that, when observed choice proportions lie outside the polytope, the asymptotic distribution of the log-likelihood ratio test is not a chi-square distribution. Davis-Stober (2009) provides a method for finding the chi-bar-square distribution that needs to be used instead. These methods are employed in testing for violations of the four models in Experiments 1 and 2 below. For additional technical details, we refer the reader to Davis-Stober (2009) and Regenwetter et al. (2010, 2014).

In interpreting tests of the four models, it is important to note that both specifications of the context-sensitive model are more restrictive than both of the alternative models. In Figure 2, the smaller the volume of a representation of a model, the more restrictive the model. Weak stochastic transitivity covers three quarters of the volume of the unit cube (top-left panel), and random preference models cover two thirds of its volume (top-right panel). The noisy-response specification of the context-sensitive preference model, on the other hand, covers half of the cube’s volume (bottom-left), and the flexible-weights specification covers only a sixth of its volume (bottom-right): Both versions of the model make relatively specific predictions about the patterns of choice behavior that will be observed at the within-subjects level.7

A normative analysis of sample-based belief and preference updating with limited memory thus implies a context-sensitive preference model, in which preferences are always transitive, but violations of both weak stochastic transitivity and the triangle inequalities are possible. When a representation of response variability is specified, the context-sensitive model makes testable predictions in the sample space of relative choice frequencies. Next, we report two experiments designed to test the model and to probe for the triangle inequality violations that it predicts. The first experiment employs the stimuli in Table 1. A second experiment investigates a related multiattribute choice problem, described below, in which attribute information is sometimes missing. In both experiments, choice frequencies are compatible with the context-sensitive preference model (at least in the

7 The context-sensitive preference model we test is more restrictive than the other models because it only permits underlying preferences that are consistent with the normative analysis of contextual inference. (This restriction outweighs the added flexibility that results from allowing for context-dependence.)
noisy-response specification). Furthermore, as predicted by the options-as-information analysis, triangle inequality violations are common at the individual-participant level.

### Experiment 1

#### Method

Twenty-three undergraduate students at the University of California, San Diego (UCSD) participated in Experiment 1. Participants were recruited in weekly batches via advertisements posted around the campus and received $30 in compensation, and recruitment continued until we reached a sample size at least matching that in Regenwetter et al. (2011). Each participant attended four separate experimental sessions, usually within the same week. One participant was lost to attrition. The remaining 22 participants (59% female) ranged between 17 and 24 years of age (M = 19.5).

Participants, seated at individual computer stations, made 75 pairwise choices in each experimental session. Fifteen choice pairs (five each of \{A, B\}, \{B, C\}, \{A, C\}) involved the critical sound system stimuli in Table 1. The remaining 60 choices involved filler items, including other consumer products (digital cameras and microwaves) that were defined on multiple (nonfictitious) attributes, as well as gambles, defined in terms of visually represented probability wheels and hypothetical monetary outcomes. Each choice pair involving the critical stimuli was thus encountered 20 times by each participant across the four experimental sessions. The presentation order (left vs. right) of the options was randomly varied across trials.

At the beginning of each session, participants received brief instructions describing the different kinds of choices they would be making. For choices involving consumer goods, participants were asked to imagine that they were planning to make a purchase, and were told that they would receive some information about product attributes. Participants were not given any information regarding what counts as a good or bad value for any attribute; we assumed that participants would regard higher values on the attributes in Table 1 as better, but this information was not explicitly provided. In each choice problem, two stimuli from the same category were presented in a two-alternative forced choice task (i.e., with no indifference option). Several attention checks—choices between gambles in which one strictly dominated the other—were built into the choice sequence. At the end of the last session, demographic information was elicited, and participants were asked to describe how they had made their decisions during the course of the experiment. The experiment did not include any measures or conditions that are not reported.

#### Results and Discussion

We begin with an aggregate summary of the pairwise choice data. Collapsing across all participants and all critical trials, there is evidence for the intransitive choice pattern predicted by the context-sensitive preference model. Participants chose A over B 62.5% of the time, B over C 67.7% of the time, and C over A 70.5% of the time. This aggregate effect, however, yields little insight into the choice proportions of individual participants.

These choice proportions are listed in Table 3. For each participant, the table also reports the results of four statistical tests—of weak stochastic transitivity, the triangle inequalities, and the two specifications of the context-sensitive model. We implemented the likelihood ratio tests described above (Davis-Stober, 2009) using the QTEST software (Regenwetter et al., 2014).

We find substantial evidence for violations of both transitivity criteria. The choices of seven of 22 participants descriptively violate weak stochastic transitivity, and four of these violations are significant at the .05-level. Most notably, the choices of these seven participants also descriptively violate the triangle inequalities, and five of these violations are significant. Thus 23% of participants exhibited individually significant triangle inequality violations. This clearly exceeds the test’s expected Type I error rate.

By contrast, in its noisy-response specification (Figure 2, bottom-left panel), the context-sensitive preference model fits the data well. Only three participants violated this model de-
scriptively, and none of these violations was significant at the individual-participant level ($p$ values ranging from .06 to .71). The flexible-weights specification of the model (Figure 2, bottom-right panel), on the other hand, was descriptively violated by 15 participants. Seven of these violations were significant. Recall that this model is the most restrictive of those tested.

We now summarize the range of modal choice patterns in more detail. All participants who behaved intransitively exhibited the $ABCA$ cycle that is predicted by the context-sensitive preference model when attribute weights are similar. Of the 15 participants who behaved transitively, 12 exhibited modal choice patterns predicted by the context-sensitive model when attributes have dissimilar weights: five participants exhibited an $ABC$ pattern, five exhibited a $BCA$ pattern, and two exhibited a $CAB$ pattern. The modal responses of the three remaining participants followed a $CBA$ pattern, though, as noted above, these departures from the model (in its noisy-response specification) were not significant. Overall, 19 of 22 participants made modal responses predicted by the context-sensitive preference model.

At the within-subjects level, then, the choice data of several participants violated both weak stochastic transitivity and the triangle inequalities, and hence are incompatible both with the noisy expression of a single transitive preference order, and with a random (i.e., context-independent) mixture of transitive preference orders. This finding is noteworthy in light of previous failures to demonstrate clear violations of the triangle inequalities (Regenwetter et al., 2011). The choice data of participants who behaved intransitively, and of those who behaved transitively, are consistent with a context-sensitive preference model in which the expression of preference is subject to noise.

### Table 3

Results From Experiment 1

<table>
<thead>
<tr>
<th>Participant</th>
<th>$P_{AB}$</th>
<th>$P_{BC}$</th>
<th>$P_{AC}$</th>
<th>Modal choice pattern</th>
<th>Weak stochastic transitivity</th>
<th>Random pref. model</th>
<th>Context-sens. pref. model (noisy resp.)</th>
<th>Context-sens. pref. model (flex. weight)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.60</td>
<td>0.90</td>
<td>0.10</td>
<td>$ABCA$</td>
<td>$G^2$ = 0.81, $p$ = 0.19</td>
<td>$G^2$ = 6.1, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.25</td>
<td>0.00</td>
<td>$CBA$</td>
<td>0</td>
<td>0.06 0.06 30.4, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>0.95</td>
<td>1.00</td>
<td>$ABC$</td>
<td>0</td>
<td>0.33 18.3, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0.65</td>
<td>0.55</td>
<td>0.00</td>
<td>$ABCA$</td>
<td>0.2 0.55 1.6 0.10, $G^2$ = 0</td>
<td>0.2 0.33 18.3, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>0.45</td>
<td>0.15</td>
<td>0.35</td>
<td>$CBA$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.30</td>
<td>0.65</td>
<td>0.05</td>
<td>$BCA$</td>
<td>0</td>
<td>0.33 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.20</td>
<td>0.75</td>
<td>0.40</td>
<td>$BCA$</td>
<td>0</td>
<td>7.2 0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.85</td>
<td>0.05</td>
<td>0.10</td>
<td>$CAB$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.45</td>
<td>0.00</td>
<td>0.00</td>
<td>$CBA$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>0.85</td>
<td>1.00</td>
<td>$ABC$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>$BCA$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>0.75</td>
<td>0.90</td>
<td>0.00</td>
<td>$ABCA$</td>
<td>5.2 0.03 18.3, $p &lt; .01$</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
<td>$ABC$</td>
<td>0</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>0.85</td>
<td>1.00</td>
<td>0.00</td>
<td>$ABCA$</td>
<td>10.8 &lt;.01 33.8, $p &lt; .01$</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>15</td>
<td>1.00</td>
<td>0.00</td>
<td>0.05</td>
<td>$CAB$</td>
<td>0</td>
<td>1.4 0.12 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0.00</td>
<td>1.00</td>
<td>0.00</td>
<td>$BCA$</td>
<td>0</td>
<td>0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0.85</td>
<td>0.70</td>
<td>0.90</td>
<td>$ABC$</td>
<td>0</td>
<td>6.0 0.04 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>18</td>
<td>1.00</td>
<td>0.95</td>
<td>0.05</td>
<td>$ABCA$</td>
<td>19.8 &lt;.01 35.3, $p &lt; .01$</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>19</td>
<td>1.00</td>
<td>0.95</td>
<td>0.95</td>
<td>$ABC$</td>
<td>0</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>0.55</td>
<td>0.75</td>
<td>0.10</td>
<td>$ABCA$</td>
<td>0.2 0.33 1.4 0.12, $G^2$ = 0</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>21</td>
<td>0.40</td>
<td>0.85</td>
<td>0.45</td>
<td>$BCA$</td>
<td>0</td>
<td>1.3 0.12 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>22</td>
<td>0.95</td>
<td>0.80</td>
<td>0.10</td>
<td>$ABCA$</td>
<td>7.7 &lt;.01 15.9, $p &lt; .01$</td>
<td>0.8 0.19 19.5, $p &lt; .01$</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note. pref. = preference; resp. = response; sens. = sensitive; flex. = flexible. $P_{xy}$ refers to the proportion of trials in which a participant chose $x$ from the pair $\{x, y\}$. For each of the four models, the log-likelihood ratio $G^2$ at the maximum-likelihood estimate is reported. When a model is not a perfect fit, the corresponding $p$ value is indicated; significant violations are marked in bold.
Intransitivity and Missing Attribute Information

We now turn to a second type of choice problem in which reasonable contextual inferences can give rise to cycles of intransitive choice. The problem again involves unfamiliar attributes, but the DM’s knowledge is even more limited, as values are selectively unavailable for some options and attributes. A problem of this type is presented in Table 4. In this problem, sound systems vary on the three (fictitious) attributes used earlier, and all options are equated on an additional (nonfictitious) dimension of harmonic distortion. However, each sound system lacks information for one attribute. For example, A is defined in terms of harmonic range, sound depth, and harmonic distortion, but information about acoustic power is missing. This problem is similar to those investigated by Kivetz and Simonson (2000), whose findings are discussed below.

An inferential analysis of this choice problem depends on how DMs interpret the missing values. We consider two cases. First, a DM may regard the absence of a value as a neutral fact. For such a DM, nothing new is learned about a product from discovering that information is unavailable on a particular attribute. Alternatively, a DM may see the absence of a value as suspicious, as suggested by a body of evidence indicating that missing attribute information is often interpreted as undesirable (e.g., Huber & McCann, 1982; Johnson & Levin, 1985). For such a DM, omissions are potentially nonrandom and strategic.

Consider, first, a DM for whom learning that attribute information is missing is equivalent to not learning anything about the product. If the DM’s prior knowledge of attribute distributions is minimal, inferences from option-samples will lead to an intransitive cycle in which the DM infers from the sample {A, B}, A is plainly superior on this attribute. Consequently, the DM who encounters the sample {A, B} will construct a preference order in which A is preferred to B. This process is illustrated in Figure 3. The same process will lead the DM to select B over C, and to select C over A, in pairwise choice.

Next, we turn to a DM for whom missing values are suspicious. Relative to the posterior model inferred from an option sample, this DM treats missing values as presumptively below-average. On this interpretation, the missing values problem closely resembles the choice problem in Experiment 1, and is subject to a similar analysis. For example, on receiving the choice set {A, B}, A will be assigned a higher model-normalized value on harmonic range (e.g., A is above and B is below average relative to this posterior model) and on sound depth (A is about average and B is inferior), while B is assigned a higher model-normalized value on acoustic power (where B is about average and A is inferior). Thus, given {A, B}, A is favored over B on two model-normalized attributes; given {B, C}, B is favored on two attributes; and given {A, C}, C is favored on two attributes.

When missing values are viewed with distrust, the normative analysis of Experiment 1 generalizes, with minor modifications, to the choice problem in Table 4, and the same qualitative results hold (see Appendix for details). If the weights assigned to the attributes are not too discrepant, the model predicts the intransitive cycle ABCA. Alternatively, if one attribute is assigned markedly greater weight

<table>
<thead>
<tr>
<th></th>
<th>Sound system A</th>
<th>Sound system B</th>
<th>Sound system C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harmonic range</td>
<td>26 mill</td>
<td>21 mill</td>
<td>—</td>
</tr>
<tr>
<td>Sound depth</td>
<td>14 sones</td>
<td>—</td>
<td>30 sones</td>
</tr>
<tr>
<td>Acoustic power</td>
<td>—</td>
<td>3.4 phons</td>
<td>2.1 phons</td>
</tr>
<tr>
<td>Harmonic distortion</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
<td>&lt;1%</td>
</tr>
</tbody>
</table>

9 Under rare and specific circumstances (i.e., when the source of missing information is itself viewed negatively), missing attribute information can also be interpreted as favorable (Levin, Johnson, Russo, & Deldin, 1985). Because these circumstances do not apply in the present context, we do not consider this case.
than the others, the three patterns $ABC$, $BCA$, and $CAB$ are possible. As in Experiment 1, the model rules out the transitive patterns $CBA$, $BAC$, and $ACB$, as well as the intransitive cycle $ACBA$.

Kivetz and Simonson (2000) reported evidence for behavioral intransitivity in missing value problems similar to the one in Table 4. Using between-subjects designs, they found an intransitive $ABCA$ pattern in the aggregate data. They also employed a limited within-subjects design, where each participant made each choice once; a substantial proportion of participants exhibited a cycle on this single triple of choices. Kivetz and Simonson did not demonstrate violations of the triangle inequalities, however, and so their results are, in principle, consistent with a random preference model in which preferences of all participants are always transitive but randomly fluctuate over time. Finally, Kivetz and Simonson reported a between-subjects experiment which they regarded as evidence against an inferential account of the intransitivity. We do not share their conclusion, but revisit their argument in more detail in the General Discussion.

Experiment 2

Method

Twenty-four undergraduate students at UCSD participated in the experiment. Recruitment, compensation, and the determination of sample size were the same as in Experiment 1, and two participants were lost to attrition. One participant, whose postexperimental comments indicated that she had not been following instructions, was excluded from the analyses reported below. The remaining 21 participants (73% female) ranged in age from 18 to 26 years ($M = 20.5$).

The experimental procedure resembled that in Experiment 1, with the same number of sessions, number of choice problems per session,
measures, and overall task design. All choice problems involving consumer products—including the critical sound system stimuli in Table 4—were adjusted to include missing attribute information, however. Participants were instructed that they would receive information about different products, but that “this information may not always be complete and some information may be missing.” As in Experiment 1, each pair of critical stimuli was encountered by each participant 20 times over the course of four sessions, and participants were not given any information regarding what constitutes a good or bad value for the product attributes. The experiment did not include any measures or conditions that are not reported.

**Results and Discussion**

The aggregate data again conformed to the predicted intransitive pattern. Collapsing across all participants and trials, A was selected over B 82.1% of the time, B over C 72.1% of the time, and C over A 70.0% of the time.

Is this pattern also seen at the individual-participant level? Table 5 presents the choice proportions for each of the 21 participants in pairwise choices between the critical stimuli. It also reports statistical tests of weak stochastic transitivity, the triangle inequalities, and the two specifications of the context-sensitive preference model.

As in Experiment 1, there is clear evidence for violations of both transitivity criteria. Eleven participants descriptively violated weak stochastic transitivity, and six of these violations are significant. Furthermore, 14 participants descriptively violated the triangle inequalities, and 12 of these violations are individually significant. That is, more than half of the participants in this study exhibited significant triangle inequality violations. By contrast, observed choice patterns were consistent with the context-sensitive model, especially in its noisy-response specification. Only one participant violated the noisy-response specification of the model descriptively, and this violation fell short of significance ($p = .08$). The more restrictive flexible-weights specification of the model was violated by seven participants descriptively, and four of these violations are significant.

We now turn to a summary of modal choice patterns in this experiment. All 11 participants with intransitive modal responses exhibited the ABCA cycle predicted by the context-sensitive preference model. Of the remaining 10 participants, the modal responses of nine were consistent with the model. Four participants exhibited an ABC pattern, one exhibited a BCA pattern, and two exhibited a CAB pattern. For two participants (marked with an asterisk in Table 5), the modal response is not uniquely identified, as A and C were selected with equal frequency. However, the two choice patterns that best describe their behavior ($ABC$ and $ABCA$) are both consistent with the context-sensitive model.

In summary, and echoing the results of Experiment 1, the noisy-response specification of the context-sensitive preference model successfully captures the data both of participants who behaved transitively and of participants who behaved intransitively in Experiment 2. Moreover, in Experiment 2, even the flexible-weights specification of the model, despite its considerably more restrictive predictions, fared better than both weak stochastic transitivity and random preference models. Remarkably, the majority of participants in this experiment exhibited individually significant violations of the triangle inequalities. When the information available to DMs is restricted, choice patterns incompatible with random mixtures over transitive orders can be abundant.

**General Discussion**

The transitivity axiom constrains the preferences of an ideal actor. In psychological research, however, preferences must be discerned through a veil of choices, and choice data often exhibit considerable within-subjects variability. Empirical tests of the transitivity axiom there-

---

10 As in Experiment 1, we included attention checks involving dominated gambles. Mean accuracy on the attention checks in Experiment 2 was 91%. All participants had accuracy scores of at least 85%, with the exception of two participants (Participants 5 and 19 in Table 5) who consistently chose dominated gambles. Postexperimental comments of Participant 5 suggested that this resulted from a misreading of winning and losing sectors of the gambles’ probability wheels, rather than from inattention. (Neither participant violated the triangle inequalities, so their inclusion does not increase the rate of violations in this experiment.)
fore require assumptions about the relationship between preference and choice. Within-subjects variability in choice may reflect temporal fluctuations in “true” preferences (assuming they exist), noise in their expression or measurement, or a combination of these factors (Birnbaum & Bahra, 2012; Block & Marschak, 1960; Luce, 1995, 1997; Luce & Suppes, 1965; Regenwetter et al., 2011). An influential and formally elegant approach to the analysis of choice variability assumes that preferences fluctuate over time, but that all fluctuations in preference are random with respect to the choice context, and that preferences are expressed with perfect fidelity. Under these assumptions, transitivity of preference implies that the triangle inequalities must be satisfied. In their important critique of the transitivity literature, Regenwetter et al. (2011) argued that no clear violations of the triangle inequalities had been demonstrated. In doing so, they raised an implicit challenge, to which this article provides a response. In two repeated-choice experiments, strongly intransitive choice behavior was observed at the within-subjects level. Nearly a third of participants in Experiment 1, and more than half of participants in Experiment 2, exhibited individually significant violations of the triangle inequalities. These triangle inequality violations were demonstrated in typical multiattribute choice problems, similar to those in which May (1954) and Kivetz and Simonson (2000) previously reported more limited evidence of intransitivity. However, while our experimental findings demonstrate that triangle inequality violations occur, our theoretical analysis shows that even these strongly intransitive choice patterns do not imply intransitivity—or irrationality—of preference. Instead, the observed choice patterns are consistent with a normative model in which transitive preferences are dynamically updated in a context-dependent manner, as inferences are drawn from sampled options. This article thus extends Regenwetter et al.’s (2011)

Table 5
Results From Experiment 2

<table>
<thead>
<tr>
<th>Participant</th>
<th>Choice frequencies</th>
<th>Modal choice pattern</th>
<th>Weak stochastic transitivity</th>
<th>Random pref. model</th>
<th>Context-sens. pref. model (noisy resp.)</th>
<th>Context-sens. pref. model (flex. weight)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$P_{xy}$</td>
<td>$P_{yz}$</td>
<td>$P_{zx}$</td>
<td>$G^2$</td>
<td>$p$ value</td>
<td>$G^2$</td>
</tr>
<tr>
<td>1</td>
<td>1.00</td>
<td>0.05</td>
<td>0.45</td>
<td>CAB</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.15</td>
<td>1.00</td>
<td>0.00</td>
<td>BCA</td>
<td>0</td>
<td>4.3</td>
</tr>
<tr>
<td>3</td>
<td>1.00</td>
<td>0.75</td>
<td>0.35</td>
<td>ABCA</td>
<td>1.8</td>
<td>0.19</td>
</tr>
<tr>
<td>4</td>
<td>1.00</td>
<td>0.80</td>
<td>0.40</td>
<td>ABCA</td>
<td>0.8</td>
<td>0.35</td>
</tr>
<tr>
<td>5</td>
<td>1.00</td>
<td>0.65</td>
<td>0.85</td>
<td>ABC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.85</td>
<td>0.85</td>
<td>0.00</td>
<td>ABCA</td>
<td>10.8</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>7</td>
<td>0.95</td>
<td>0.75</td>
<td>0.00</td>
<td>ABCA</td>
<td>5.2</td>
<td>0.03</td>
</tr>
<tr>
<td>8</td>
<td>0.30</td>
<td>0.15</td>
<td>0.00</td>
<td>CBA</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>1.00</td>
<td>1.00</td>
<td>0.75</td>
<td>ABC</td>
<td>0</td>
<td>7.5</td>
</tr>
<tr>
<td>10</td>
<td>1.00</td>
<td>1.00</td>
<td>0.00</td>
<td>ABCA</td>
<td>27.7</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>11</td>
<td>0.75</td>
<td>0.75</td>
<td>0.45</td>
<td>ABCA</td>
<td>0.2</td>
<td>0.32</td>
</tr>
<tr>
<td>12</td>
<td>0.60</td>
<td>0.40</td>
<td>0.10</td>
<td>CAB</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>1.00</td>
<td>0.80</td>
<td>0.00</td>
<td>ABCA</td>
<td>7.7</td>
<td>0.02</td>
</tr>
<tr>
<td>14</td>
<td>1.00</td>
<td>0.90</td>
<td>0.00</td>
<td>ABCA</td>
<td>14.7</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>15</td>
<td>0.85</td>
<td>0.60</td>
<td>0.50</td>
<td>*</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>16</td>
<td>0.60</td>
<td>0.80</td>
<td>0.80</td>
<td>ABC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>17</td>
<td>0.90</td>
<td>0.55</td>
<td>0.10</td>
<td>ABCA</td>
<td>0.2</td>
<td>0.33</td>
</tr>
<tr>
<td>18</td>
<td>1.00</td>
<td>0.95</td>
<td>0.50</td>
<td>*</td>
<td>0</td>
<td>11.3</td>
</tr>
<tr>
<td>19</td>
<td>0.55</td>
<td>0.85</td>
<td>0.75</td>
<td>ABC</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>20</td>
<td>1.00</td>
<td>0.95</td>
<td>0.05</td>
<td>ABCA</td>
<td>19.8</td>
<td>&lt;.01</td>
</tr>
<tr>
<td>21</td>
<td>0.75</td>
<td>0.60</td>
<td>0.25</td>
<td>ABCA</td>
<td>0.8</td>
<td>0.18</td>
</tr>
</tbody>
</table>

Note. pref. = preference; resp. = response; sens. = sensitive; flex. = flexible. $P_{xy}$ refers to the proportion of trials in which a participant chose $x$ from the pair $(x, y)$. The asterisk * labels participants whose modal choice pattern is not uniquely identified. For each of the four models, the log-likelihood ratio $G^2$ at the maximum-likelihood estimate is reported. When a model is not a perfect fit, the corresponding $p$ value is indicated; significant violations are marked in bold.
analysis in two ways: First, it incorporates psychologically plausible context-dependence into stochastic models of transitive preference; and second, it shows how such context-dependence can be normatively appropriate.

This extended analysis allowed us to derive a testable model of context-sensitive preference. The individual choice data of participants in both experiments were consistent with the model, though the fit was sensitive to assumptions concerning the interpretation of within-subjects variability. A “flexible weights” specification of the model, in which expressions of preference are assumed to be noise-free, but attribute weights can vary randomly over time, could not account for all participants’ choice data, though it was compatible with the responses of most participants in Experiment 2. A comprehensive fit to the data in both experiments was obtained for a “noisy response” specification of the model, in which attribute weights are assumed to be fixed, and observed choice is interpreted as a noisy expression of a “true” underlying preference signal.

The remainder of the discussion is organized as follows. First, we discuss psychological evidence for the inferential model, and compare it with potential heuristic accounts of the data. Second, we discuss applications to market settings. Third, we highlight parallels to the literature on intransitive choice in nonhuman animals. Next, we consider methodological limitations of the present experiments. We conclude by situating our model and findings in the broader context of research on constructed preference.

Inferences and Heuristics

The context-sensitive preference model is derived from a normative analysis of decision making under incomplete information and limited memory. It posits an evaluation process in which inferences are drawn as options are sampled, and options are evaluated in light of these inferences. Recent evidence suggests that this normative evaluation process is also psychologically plausible, and may explain some behavioral violations of procedure invariance and regularity.\(^\text{11}\) Sher and McKenzie (2014) examined the role of sample-based inference in joint-separate reversals (Hsee et al., 1999), in which options that are superior on “difficult-to-evaluate” attributes receive poor evaluations when seen in isolation, but are prized when evaluated together with other options. Sher and McKenzie’s participants drew markedly different inferences about the distribution of the unfamiliar attribute in different separate and joint evaluation contexts. Furthermore, when these inferences were supplied as background information to different participants, each of whom evaluated a single option, the effects of the inferences alone reproduced the standard joint-separate reversal. There is also evidence (Prelec, Wernerfelt, & Zettelmeyer, 1997; Sher, Müller-Trede, & McKenzie, 2015) that inferences from option-samples may play a major role in some well-known regularity violations, such as the attraction effect (Huber, Payne, & Puto, 1982; Simonson & Tversky, 1992) and the compromise effect (Simonson, 1989). Further research indicates that participants draw ecologically appropriate inferences from the way in which options are “framed” in the description of choice problems; these inferences can explain some important framing effects (McKenzie & Nelson, 2003; Sher & McKenzie, 2006, 2008; see also McKenzie, 2004; McKenzie, Liersch, & Finkelstein, 2006). Taken together, these findings suggest that participants in decision-making experiments routinely update beliefs and preferences in a coordinated and context-dependent fashion. When prior knowledge is limited, options are regarded as a source of information, and inferences from sampled options can have a large effect on evaluation and choice.

This process of belief- and preference-updating can account for the intransitive choice cycles exhibited by a number of participants in Experiments 1 and 2. However, heuristic accounts of these intransitive cycles are also possible. First, the intransitive cycles in both studies could be explained by a majority-rule heuristic, in which DMs tally up the number of attributes on which each option enjoys an advantage (cf. May, 1954; Zhang, Hsee, & Xiao, 2006). The majority rule heuristic is a special case of Huber’s (1974, 1979) multidimensional procedure invariance states that different methods of eliciting preferences should yield the same ordering of options. Regularity states that adding new options to a choice set should not increase the popularity of any option in the initial set.

\(^\text{11}\) The principle of procedure invariance states that different methods of eliciting preferences should yield the same ordering of options. Regularity states that adding new options to a choice set should not increase the popularity of any option in the initial set.
preference model, in which the attributes favoring each option in a choice pair are weighted, and the total weights are compared. Alternatively, in missing-value problems like those examined in Experiment 2, DMs may selectively underweight attribute dimensions with missing information, as proposed by Kivetz and Simonson (2000). As noted earlier, in defending this proposal, Kivetz and Simonson also argued against an inferential model of decision making in these problems. In what follows, we first address their argument, and then weigh the inferential model against the heuristic accounts.

Kivetz and Simonson reported a between-subjects missing-value experiment in which participants were presented with all three options, but were asked to choose among only two of them, the third being listed as “out of stock.” (In addition, Kivetz and Simonson provided parenthetical background information about attribute ranges in this and other studies.) Although participants in all conditions had been exposed to all three options, the modal responses across conditions were collectively intransitive, leading the authors to conclude that the effect could not be explained by sample-based inferences. However, we note that this finding can be as readily explained by absence of attention as by absence of inference. Inferences can operate on attended and remembered information only. If participants employed a strategy of restricting attention to available options, inferences from attended items would generate the intransitive choice pattern. Furthermore, as Sher and McKenzie (2014) noted, although even pallid information about attribute ranges can strongly influence evaluations of individual items, these effects can disappear when the foreground evaluation set is enlarged, perhaps because background information is less likely to be attended under these conditions. Barring independent measures of attention, we do not think that insensitivity to parenthetical information and unavailable options provides clear evidence against an inferential account.

The present experiments lack the process measures that would be needed to arbitrate conclusively between the inferential and heuristic accounts. Instead, the goal of these studies was to establish the occurrence of unambiguous triangle inequality violations (a finding that is of considerable interest even if a heuristic model is favored), and to clarify their normative interpretation. Importantly, however, the normative model provides a unified account of the behavior of all participants in both experiments, and explains why more intransitive cycles are observed in Experiment 2 than in Experiment 1. In contrast, Kivetz and Simonson’s (2000) weighting heuristic can explain the intransitive cycles in Experiment 2, but it cannot explain the behavior of participants who chose transitively in that experiment, and it does not apply at all to Experiment 1. A majority rule heuristic can explain the intransitive cycles in both experiments, but it, too, cannot account for transitive behavior in either study (which includes a majority of participants in Experiment 1) or the difference between the two experiments (see also Birnbaum & Diecidue, in press).

Huber’s (1979) multidimensional preference model, on the other hand, coincides with the inferential model in the choice patterns it predicts in these problems. This equivalence arises because, when prior knowledge of attribute distributions is minimal, sample-based inferences are assumed to be symmetric, and model-normalized scores on an attribute are simply determined by rank on that attribute. However, we note that the two models make diverging predictions in the same choice problems when DMs have relevant prior knowledge about attribute distributions. For example, a DM may know that A’s advantage over B on acoustic power is substantial, while B’s advantage over C on the same dimension is practically negligible. In the normative model, such asymmetries in interpretation can lead to any transitive choice pattern, while Huber’s model of weighted ordinal comparisons can only generate the permitted choice patterns in Table 2.12

According to the inferential model, then, the choice predictions in Table 2 should hold when prior knowledge is limited, but they may fall apart when additional knowledge is acquired. Without further amendments, the multidimensional preference model (Huber, 1979) suggests

12 For example, consider a DM who places more weight on acoustic power than on sound depth and ignores harmonic range. If the DM knows that B and C in Table 1 are negligibly different on acoustic power while A is clearly superior, and that A and B are negligibly different on sound depth while C is clearly superior, the inferential model predicts that the DM will exhibit an ACB choice pattern. This pattern cannot be generated in Huber’s model.
that these predictions should be robust to increasing knowledge.

Ultimately, however, one need not regard the normative and heuristic approaches as mutually exclusive. The inferences posited by the normative model are elementary, and one can readily substitute a qualitative comparison of attribute weights for the quantitative inequalities in the model. The normative analysis would then provide a rational basis for the DM’s selection of an appropriate heuristic: When prior knowledge is minimal and absolute attribute values are uninterpretable, choose based on a weighted sum of attribute ranks. When prior knowledge allows for a more nuanced interpretation of attribute differences, employ a richer model that explicitly takes this information into account. From this perspective, the inferential model is not in irreconcilable conflict with the heuristic accounts, but instead may describe the intuitive logic that determines which heuristics are used by which participants for which choice problems (cf. Gigerenzer et al., 1999; Payne, Bettman, & Johnson, 1993).

Intransitive Choice in the Market

Our normative model considers a DM who has minimal knowledge of the distribution of relevant attributes. This assumption is appropriate for the choice problems we have examined, and for many others in the literature, in which attributes are often fictitious, ambiguous, or unfamiliar, and in which measures are often taken to prevent learning in within-subjects designs. Outside of the laboratory, levels of background knowledge are more variable and opportunities for learning are less constrained. A consumer shopping for mattress covers, for example, may set out with a more or less fuzzy concept of thread count and a more or less hazy sense of what counts as a good or poor value. In addition, processing of sampled options may be deeper and interference weaker in the shopping aisle than in the laboratory, resulting in better (though still limited) memory for previously sampled options.

When background knowledge is complete or learning is perfect, the normative model predicts that intransitive choice cycles should disappear. In the intermediate range of partial knowledge and imperfect learning, patterns of predicted behavior depend on how confident consumers are in their beliefs and on how steeply they update these beliefs when new options are sampled. Studies of context effects seldom measure inferences explicitly; however, the existing evidence suggests that context-based inferences can be sizable and consequential in laboratory settings (Prelec et al., 1997; Sher & McKenzie, 2014). Explicitly measuring inferences in more naturalistic environments is an important task for future research. The normative model implies that intransitive choice patterns will be found in market settings when (but only when) DMs draw transient sample-based inferences about the interpretation of attribute values.

As noted earlier, a well-known argument for the normative status of transitivity appeals to the fact that, in idealized market settings, DMs with intransitive preferences are vulnerable to money pumps (Davidson, McKinsey, & Suppes, 1955). Is the DM in the inferential model, whose preferences are transitive in each context but whose choices can be strongly intransitive across contexts, similarly exposed to money pumps? If we assume that the DM carries forward no information from prior choices, he or she would indeed be vulnerable to money pumps. The money pump then dramatizes the cost of forgetting rather than the cost of irrationality (i.e., those who know more can exploit those who know less, and the effect can be repeated if the ignorant are also forgetful). However, the above assumption—that no information is retained—becomes dubious in a money pump situation, both from a formal and from a psychological perspective. A basic feature of the money pump situation is that the DM carries the selected good forward to later trades. The DM therefore carries forward the information that the current possession was previously chosen, and thus that it was superior relative to a past context. A normative analysis of repeated choice with retained selections would need to take this retained information into account. Furthermore, from a psychological perspective, it is plausible that DMs will learn more, and more durably, from real choices with prolonged ownership of chosen goods than from evanescent choices in a hypothetical forced-choice setting. These normative and psychological considerations may limit the cost of forgetting (i.e., the danger of repeated exploitation of ignorance) in market environments involving repeated trades.
Intransitive Choice in the Animal Kingdom

Demonstrations of behavioral intransitivity are not restricted to human decision making. Patterns of intransitive choice have been documented in animal species ranging from honeybees (Shafir, 1994) to birds (Waite, 2001). Apparent violations of regularity have also been reported in nonhuman animals (Shafir, Waite, & Smith, 2002). These findings are seen as a challenge to optimality analyses of animal behavior, and as a window into the cognitive limitations of our evolutionary cousins. Thus, the title of one study trumpets the discovery of “Irrational Choices in Hummingbird Foraging Behavior” (Bateson, Healy, & Hurly, 2002).

However, some students of animal behavior have argued that observed violations of transitivity and regularity are consistent with optimal foraging theory. Their arguments bear striking parallels to the normative models of human decision making examined here. In our discussion of the potential rationality of intransitive choice patterns, we have highlighted the dependence of preference on the variable state of the DM (random preference models) and the information contained in the choice set (context-sensitive preference models). Optimal foraging models of animal choice have placed a similar emphasis on both state- and context-dependence.

Schuck-Paim, Pompilio, and Kacelnik (2004) argued that some regularity violations result from state-dependent preference. In research on context effects in animal behavior, context manipulations are sometimes confounded with the energetic state of the subject. This confound arises because animals need extensive exposure to a context before choices can be measured, and this training can alter the state, and hence the “preferences,” of the organism. Schuck-Paim et al. (2004) found that a standard regularity violation disappeared when they carefully controlled the energetic state of their subjects (European starlings).

Houston, McNamara, and Steer (2007) showed that optimal context-dependence of animal foraging behavior can lead to intransitive choice. This model has been extended, and applied to regularity violations, by Trimmer (2013) and McNamara, Trimmer, and Houston (2014). The principle that motivates these models is the temporal autocorrelation of typical natural environments. That is, foraging options available now are differentially likely to be available in the near future. The current context thus provides information about the future environment. Because optimal foraging is partly determined by expectations about future resources, choices need not be consistent across contexts, and a fitness-maximizing decision rule for foraging behavior can generate intransitive choice patterns (cf. Fawcett et al., 2014). While the environment of a bird foraging for nectar differs considerably from that of a human buying a sound system, contexts can be informative in both settings. When this is the case, optimal preferences are context-sensitive and optimal choice patterns can be cyclical.

Methodological Limitations

The present studies employ a two-alternative forced choice (2AFC) task, in which the participant must express a preference. The 2AFC task has been the standard paradigm in studies of intransitivity going back to Tversky (1969), and it was used by Regenwetter et al. (2011) in testing the triangle inequalities (but see Regenwetter & Davis-Stober, 2012). It is partly motivated by the difficulty of designing a no-preference option which, from the participant’s point of view, is clearly differentiated from a weak-preference or vague-preference option. The reliance on 2AFC tasks, however, precludes sensitivity to indifference and incomplete preference. Indifference (A ∼ B) occurs when two options are regarded as precisely equated in value (cf. Footnote 3). A preference order is incomplete if it is not defined for some pairs of options (i.e., it is not the case that A > B, B > A, or A ∼ B).

In the domain of multiattribute choice, we do not regard the neglect of indifference as a major problem. True indifference is a state in which options are balanced on a subjective “knife’s edge,” and thus should be unstable in the face of small variations in attribute weights. The neglect of incomplete preferences is potentially more significant. While decision-theoretic models usually assume complete preferences, a number of economists (e.g., Aumann, 1962; Eliaz & Ok, 2006; Mandler, 2001) and philosophers (e.g., Raz, 1985) have convincingly argued that completeness is not a requirement of rationality. Furthermore, in a theoretical analy-
sis, Mandler (2005) has shown that intransitive, but rational, loops can occur in sequential choice when preferences are incomplete. Though largely neglected in psychological studies of decision making, incomplete preferences are both normatively and descriptively plausible, and we think that new empirical and conceptual paradigms that allow for incompleteness could enrich our understanding of the psychology of choice. Nonetheless, the present theoretical analysis shows that strongly intransitive cycles are compatible with rational choice under limited memory, even if preferences are assumed to be complete at each point in time.

In our analysis of within-subjects variability in choice, we considered two sources—fluctuations in the DM’s underlying preferences, and noise in their expression. In testing the model, we examined each potential source of variability separately. We found that the model could fully account for the data with response noise alone (i.e., the model accounted for the modal responses of virtually all participants) but not with variable attribute weights alone (i.e., some participants’ choice data fall outside the polytope that spans the permitted choice patterns). The differential success of these two pure models should be interpreted with caution, however. First, the two models occupy different volumes of choice probability space. Second, the correct model of choice variability need not be pure; a more realistic conception of variability might seek to simultaneously accommodate both sources and assess their relative contributions. We agree with Regenwetter et al. (2011, p. 54) that the development of testable hybrid models of choice variability is an important task for future research.13

Inference in Constructed Preference

A major lesson of recent psychological research is the pervasive context-dependence of human decision making. People seem to construct their preferences on the fly, consulting the context of available options as they go (Payne et al., 1999; Slovic, 1995). This context-sensitive instability of preference and choice is widely seen as a challenge to models of rational choice.

In the domain of learning, on the other hand, context-sensitive instability of belief is a hallmark of rationality. Building on this observation, this article aims to contribute to a rational analysis of constructed preference. It is guided by two assumptions: first, that learning is ubiquitous, even in artificial laboratory environments; and second, that inferences and preferences are inseparable, both in ideal and in real decision making. Accordingly, the present research both affirms and qualifies the theoretical framework of constructed preference. Constructed preference has a significant normative dimension that complements, and may sometimes illuminate, its varied empirical manifestations. In contrast to theories of preference formation that posit inconsistent weighting of attributes (e.g., Bhatia, 2013; Bordalo, Genainoli, & Shleifer, 2013; Tversky & Simonson, 1993), the present model highlights the plasticity of the DM’s beliefs about the choice environment. Our model and findings complement the rational analysis of apparent flaws in reasoning and biases in judgment (e.g., Klayman & Ha, 1987; Le Mens & Denrell, 2011; McKenzie, 2003; McKenzie & Mikkelsen, 2007; Oaksford & Chater, 1994; Tenenbaum & Griffiths, 2001).

This research also amplifies the concerns raised by Regenwetter et al. (2010, 2011) and Birnbaum (2011, 2012) about the distance that separates intransitive choice data from theoretical conclusions about intransitivity of preference. When preferences track inferences, and inferences depend on context, behavioral violations of weak stochastic transitivity—and the triangle inequalities—do not imply true violations of transitivity. To understand the structure of preference, it is valuable to model the dynamics of inference.
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Appendix

A Context-Sensitive Preference Model

Consider the two-alternative forced-choice task in Experiment 1, in which participants make repeated pairwise choices from the triple of options \{A, B, C\}. As discussed in the text, a participant’s choices can be represented as a point in the sample space of relative choice frequencies shown in Figure 2. The sample space’s eight vertices are associated with the six transitive patterns and the two intransitive cycles that arise in a two-alternative forced-choice design, and in what follows, we prove that, under the assumption of symmetric sample-based inferences, the context-sensitive preference model defined in Equation (1) below is consistent with four of these patterns, but is not consistent with the other four. Like most previous research on transitivity (i.e., Regenwetter et al., 2011; Tversky, 1969), our analysis does not consider weak preference relations that allow for indifference between options (see General Discussion).

Let \( w_h \), \( w_s \), and \( w_a \) denote a set of non-negative weights that the DM assigns to the attributes harmonic range, sound depth, and acoustic power, respectively. Although the DM is assumed to have minimal prior knowledge about an attribute distribution, these weights need not be identical, because attribute labels may provide suggestive but relevant information about their meaning. The weights are not affected by the values seen in a particular option sample, however.

The DM’s posterior models of the attribute distributions that describe the overall population of sound systems, on the other hand, are affected by the values seen in a particular option sample. Each numerical attribute value is normalized relative to a posterior model. For a given option \( x \), we denote its normalized attribute value for harmonic range, relative to a model inferred from option sample \( S \), by \( h_{x|S} \). Similarly, \( x \)’s normalized attribute values for sound depth and acoustic power, relative to the model inferred from \( S \), are denoted by \( s_{x|S} \) and \( a_{x|S} \), respectively.

(Appendix continues)
The overall valuation \( v \) of an option \( x \) relative to an option sample \( S \), is denoted by \( v_{x|S} \), and can be computed as a weighted sum of the normalized attribute values. Thus, for example, the valuation assigned to \( A \) when \( \{A, B\} \) is sampled is given by

\[
v_{A|\{A,B\}} = w^{h}_{A}h_{A|\{A,B\}} + w^{s}_{A}s_{A|\{A,B\}} + w^{d}_{A}d_{A|\{A,B\}}. \tag{1}
\]

A central assumption in our analysis, discussed in greater detail in the text, is that, in the absence of relevant prior information, DMs draw symmetric inferences from the option samples, so that the model-normalized values of the smaller and the greater of two values in a two-option sample do not depend on the particular values encountered, or on the attribute scales. This implies that, for a given two-option sample, the differences between two options’ normalized attribute values differ only in sign. When \( \{A, B\} \) is sampled, for example,

\[
-(h_{A|\{A,B\}} - h_{B|\{A,B\}}) = (s_{A|\{A,B\}} - s_{B|\{A,B\}})
\]

\[
= (a_{A|\{A,B\}} - a_{B|\{A,B\}}). \tag{2}
\]

Next, we show that, under this assumption, the cycle \( ABCA \) and the patterns \( ABC, BCA, \) and \( CAB \) are consistent with Equation (1), but the cycle \( ACBA \) and the patterns \( ACB, BAC, \) and \( CBA \) are not.

1. The Cycle \( ABCA \) is consistent with the Context-Sensitive Model.

   - If \( A \) is chosen over \( B \) if and only if \( w^{h}_{A}h_{A|\{A,B\}} + w^{s}_{A}s_{A|\{A,B\}} + w^{d}_{A}d_{A|\{A,B\}} > w^{h}_{B}h_{B|\{A,B\}} + w^{s}_{B}s_{B|\{A,B\}} + w^{d}_{B}d_{B|\{A,B\}} \)
   
   \[
   \iff \quad w_{A}(h_{A|\{A,B\}} - h_{B|\{A,B\}}) + w_{A}(s_{A|\{A,B\}} - s_{B|\{A,B\}}) + w_{A}(a_{A|\{A,B\}} - a_{B|\{A,B\}}) > 0
   
   \iff \quad w_{A} + w_{A} + w_{A} > 0.
   
   Similarly \( B \) is chosen over \( C \) if and only if \( w^{h}_{B}h_{B|\{A,B\}} + w^{s}_{B}s_{B|\{A,B\}} + w^{d}_{B}d_{B|\{A,B\}} > w^{h}_{C}h_{C|\{A,B\}} + w^{s}_{C}s_{C|\{A,B\}} + w^{d}_{C}d_{C|\{A,B\}} \)

   \[
   \iff \quad w_{B} + w_{B} + w_{B} > 0.
   
2. The patterns \( ABC, BCA, \) and \( CAB \) are consistent with the model.

   - \( A \) is chosen over \( C \) if and only if \( w_{A} - w_{A} + w_{A} > 0 \). This implies that \( -w_{B} + w_{B} + w_{A} > 0 \), and hence the selection of \( A \) over \( B \); and that \( w_{B} - w_{B} + w_{A} > 0 \), and hence that \( B \) is selected over \( C \). Thus if the weight assigned to acoustic power is greater than the sum of the weights assigned to the other two attributes, the DM will exhibit the pattern \( ABC \).

   - Analogously, any set of weights that satisfies the inequality \( w_{B} - w_{B} + w_{B} > 0 \) leads to the pattern \( BCA \), and any set of weights that satisfies the inequality \( -w_{B} + w_{B} + w_{A} > 0 \) leads to the pattern \( CAB \).

3. The remaining patterns (\( ACB, BAC, CBA, \) and \( ABCA \)) are inconsistent with the model.

   As noted above, the selection of \( A \) over \( C \) implies both that \( A \) is chosen over \( B \) and that \( B \) is chosen over \( C \). This rules out the patterns \( ACB, BAC, \) and \( ACBA \). Similarly, \( C \) is selected over \( B \) if and only if \( w_{B} + w_{B} - w_{C} > 0 \), which implies that \( -w_{B} + w_{B} + w_{C} > 0 \); hence \( A \) is chosen over \( B \), ruling out the pattern \( CBA \).

   - Example: Even when inferences lead to intransitive choice cycles across contexts, they generate transitive preferences within contexts. To illustrate this point, we consider a DM who (a) assigns the unit weights \( w_{B} = w_{B} = w_{C} = 1 \) to the three attributes, and (b) computes z-scores for the model-normalized attribute values \( h_{x|S}, s_{x|S}, \) and \( a_{x|S} \).

   From the option sample \( \{A, B\} \), the DM computes maximum likelihood estimates of the mean and standard deviation of each attribute (e.g., 18 and 8, respectively, for harmonic range). This leads to overall valuations of \( v_{A|\{A,B\}} = 1 \) and \( v_{B|\{A,B\}} = -1 \) for the two options in the sample. Even though the DM has not encountered \( C \), its valuation, too, can be computed relative to the posterior models inferred from the option sample \( \{A, B\} \). In particular, \( C \)'s model-normalized attribute values
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are given by
\[ h_{CI(A,B)} = (16 - 18)/8 = -0.25, \]
\[ s_{CI(A,B)} = 5.8, \] and \[ a_{CI(A,B)} = -1.86, \] and its overall valuation is \( v_{CI(A,B)} = 3.69. \) Upon seeing the option sample \( \{A, B\}, \) the DM’s decision rule thus generates the (transitive) preference order \( C \succ_{\{A,B\}} A \succ_{\{A,B\}} B. \)

The same decision rule generates different preference orders when the DM is exposed to other option samples. Relative to the models inferred from the option sample \( \{B, C\}, \) for example, the options’ overall valuations are \( v_{AI(B,C)} = 3.05, \) \( v_{BI(B,C)} = 1, \) and \( v_{CI(B,C)} = -1, \) resulting in the order \( A \succ_{\{B,C\}} B \succ_{\{B,C\}} C. \) Relative to the models inferred from \( \{C, A\}, \) \( v_{AI(A,C)} = -1, \) \( v_{BI(A,C)} = 2.1, \) and \( v_{CI(A,C)} = 1, \) which implies \( B \succ_{\{A,C\}} C \succ_{\{A,C\}} A. \) Because the three context-dependent preference orders include the relations \( A \succ_{\{A,C\}} B, B \succ_{\{C,A\}} C, \) and \( C \succ_{\{A,C\}} A, \) the DM will choose in accordance with the intransitive cycle \( ABC \).

Finally, in the context of the stimuli employed in Experiment 2, we consider two cases—that missing values are seen as negative (and so, e.g., \( s_{AI(A,B)} - s_{BI(A,B)} > 0 \)) and that they are seen as uninformative (and so \( s_{AI(A,B)} - s_{BI(A,B)} = 0 \)). In modeling the first case, it is natural to relax the assumption of inferential symmetry from the previous choice problem; instead, we assume that inferences are only symmetric for the two dimensions which exhibit missing values. In other words, the perceived (model-normalized) difference between a missing value and a known value need not be the same as the perceived difference between two known values. This assumption can be modeled by introducing a scaling factor \( \alpha, \) as follows:

\[
\alpha(h_{AI(A,B)} - h_{BI(A,B)}) = (s_{AI(A,B)} - s_{BI(A,B)})
\]
\[
= -(a_{AI(A,B)} - a_{BI(A,B)}).
\ (3)
\]

It is straightforward to show that, for \( \alpha \leq 1, \) the qualitative results of the analysis in (1) – (3) above remain unchanged: The intransitive cycle \( ABC, \) and the transitive patterns \( BAC, \) \( BCA, \) and \( CAB \) are consistent with the model, and the other four patterns are not. A scaling factor \( \alpha \leq 1 \) means that the perceived difference between a known and an unknown value is not larger than the perceived difference between two known values. That is, learning that an option is worse than a second option has a stronger negative effect on its valuation than not knowing how an option compares to a second option. This assumption seems highly compelling, normatively as well as psychologically. (We note, however, that, if missing information about an option did have a larger negative effect on its valuation than learning that it is worse than a second option, the transitive patterns \( AKB, \) \( BAC, \) and \( CBA \) would no longer be inconsistent with the model, because, for \( \alpha > 1, \) there exist solutions to each of the corresponding systems of inequalities.)

When missing values are uninformative, \( \alpha \) in Equation (3) is set to 0, and pairwise choice is determined by the difference on the unique attribute with common information, resulting in the intransitive choice pattern \( ABC. \)