The application of what we think of as the scientific method has not simplified human behavior. It has perhaps shown us more clearly just how complex it is.


All psychology experiments are fundamentally social endeavors that necessarily involve cooperation between researchers and participants. They enter the experiment with different motivations, expectations, and emotions. Such dispositions, far from being irrelevant to the outcomes of a psychological study, have in fact long been known to influence its results. Indeed, on the one hand, the role that participants’ knowledge of the study’s purpose or hypotheses may play in influencing the outcome has preoccupied researchers since the very early days of scientific psychology. On the other hand, as the (in)famous case of Clever Hans (Despret, 2004; Pfungst, 1911/1965) so strikingly illustrated, experimenters’ expectations are also prone to unwittingly influence a study’s results. Robert Rosenthal (1975/2009) addressed this potential source of bias in a now classic line of research carried out mainly in the 1960s.

Since these seminal contributions, however, interest in such issues has steadily declined. Our main goal in this article is to document this decline and to reflect both upon its causes and on its consequences, hoping that this endeavor will address increasing concern about what has been dubbed the “replicability crisis”—the focus of this issue (cf. also, Pashler, Coburn, & Harris, in press; Young, 2012). Though in general there may be many reasons why a study fails to replicate (e.g., lack of statistical power; Chase & Chase, 1976; J. Cohen, 1962), we suggest that the central issue is a widespread failure to acknowledge, recognize, and document the circumstances and social context in which an experiment takes place. We support this claim through a brief content analysis of the method sections of experimental studies reported in two journals: Psychological Science and the Journal of Personality and Social Psychology (JPSP). We show that information regarding the factors likely to influence either experimenters’ expectations or demand characteristics is usually very sparse or simply
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lacking. We consider some of the factors that may explain the declining interest for these issues and suggest that they demand to be appraised in the context in a more general approach building on situated cognition. We then consider the relevance of this approach for the replicability crisis and conclude with specific recommendations on how to deal with experimenter bias.

**Psychological Experimentation As a Social Endeavor**

In his most influential article, titled “The Social Psychology of the Psychology Experiment,” Orne (1962) noted that psychologists had, perhaps out of anxiety to establish psychology as a genuine scientific discipline, espoused the experimental model of physics to design and carry out their own experiments. In adopting this holier-than-thou attitude, however, psychologists also paradoxically negated the enormous differences between their object of study—human beings—and that of physics:

(...)

Orne (1962), by contrast, insisted that one should focus on what the subject does. He suggested that aspects of the “experimental setting” may influence the subject’s reaction to the well-defined stimuli created by the investigator. Specifically, he proposed that participants in psychology experiments may be motivated to play the role of “good subjects.” This suggests that participants continuously and consciously attempt to reconstruct the experimenter’s hypotheses based on available cues, which Orne dubbed demand characteristics: “The demand characteristics of the situation help define the role of ‘good experimental subject’ and the responses of the subject are a function of the role that is created” (p. 779).

Thus, Orne argued, rather than being wholly passive, the experimental subject actually has a “real stake” in the success of the experiment. Such demand characteristics are unavoidable as they are part and parcel of the experimental procedure. Their influence can be subjected to empirical tests and have been demonstrated (see Nichols & Maner, 2008; Weber & Cook, 1972).

Let us now turn to the twin (and sometimes incestuous) brother of demand characteristics, that is, experimenter bias. Although as we already noted, this issue has preoccupied experimental psychologists since the very early days of the discipline, it became the object of renewed attention with Rosenthal’s work. Simply put, experimenters demonstrably exert a variety of different, unwanted effects on the outcome of their experiments, thus exhibiting a form of unconscious bias. Rosenthal considered several sources of such bias (see Rosenthal, 1969/2009 for a summary). However, his main concern was about the influence of experimenters’ expectations on participants’ behavior. Thus, an experimenter who holds specific hypotheses regarding the effect of the independent variable(s) on behavior may unwittingly influence participants’ performance. Rosenthal (1969/2009) reviewed numerous studies on this topic and documented the prevalence of such effects. These influences seem to affect a host of different measures, such as self-reports, psychophysical judgments, interpretation of inkblots, and reaction times.

**Relationships Between the Two Phenomena**

Naturally, experimenters’ expectations and demand characteristics are not the only sources of “bias” in experimental psychology. For instance, the experimenter’s gender, his or her attire and demeanor, or the time and the setting where the experiment takes place have all been found to influence the results of behavioral experiments, though each of these factors are usually irrelevant to theoretical predictions (Rosenthal, 1975/2009). Such effects are presumably uniform across experimental conditions and therefore only contribute to increase the error term and thus reduce the power of the experiment. By contrast, demand effects and experimenters’ expectations influence the differences between conditions and may thus constitute a source of Type I error. Note also that these two phenomena are closely associated. The experimenter’s behavior is one of the main sources of demand characteristics and may be used by the participant to infer the behavior of a “good subject.” Nonetheless, the impact of experimenter’s expectations on the participant’s behavior is not necessarily mediated by conscious inference of the hypotheses. It may, for example, result from nonverbal behavior (e.g., Harris & Rosenthal, 1985; Klein & Snyder, 2003), such as unconscious behavioral mimicry (for a review, see Chartrand, Maddux, & Lakin, 2005).

From a methodological perspective, the two types of biases (i.e., those affecting the differences between conditions and error variance respectively) may be related. Indeed, a common response to lack of power (Type II error) consists in increasing sample size. But this practice may result in detecting (small) effects of little interest to the researcher, including those that derive from the experimenters’ expectations or demand characteristics rather than from the process of interest to the researcher.

**What Do We Know About the Social Context of Psychology Experiments? An Archival Study**

Experiment bias and demand characteristics are just as much of a substantial issue today as they were when Rosenthal and
Orne first documented them. One may therefore wonder, “How are these crucial issues addressed in today’s research?” and “Have there been notable changes in the interest for these issues since the 1960s?” In an effort to provide answers to these questions, we computed the number of occurrences of words related to these two topics in the *JPSP* between 1965 and 2010. We chose this journal because it has been a primary outlet for social psychological research (in which experimenter expectancy effects may be more likely to occur) since the publication of Rosenthal’s book. We counted the number of occurrences of words related to experimenter bias and demand characteristics (see the list below Fig. 1) as reported by the Google Scholar database. As can be seen, frequencies have peaked in the 1970s before returning to a relatively low level in the 1980s. The pattern for experimenter bias and demand characteristics is relatively similar ($r = .57$). However, the frequency of words related to experimenter bias has been generally much lower since the early 1980s. Thus, based on these superficial indexes at least, it seems that experimenter bias and the impact of demand characteristics are more rarely acknowledged or simply neglected by contemporary psychologists than by their predecessors.

However, a failure to explicitly mention these words in the body of an article does not unequivocally demonstrate that the corresponding issues have been ignored from the design of the experiments. To explore this issue more deeply, we thus set out to conduct a survey of the experimental studies published in two journals: one covering the whole field of psychology—*Psychological Science* (Vol. 16, 2005)—and the other covering only social psychology—the *JPSP* (Vol. 101, 2011).

We chose these two journals because they are the most important empirical periodicals in their respective fields (according to Thompson-Reuter’s Journal Citation Reports, 2011).

Each study was coded individually and constituted our unit of analysis. Studies were considered for further analysis if (a) they included at least one experimentally manipulated variable, (b) they involved human participants older than 3 (as we did not expect demand characteristics to influence younger subjects), and (c) one of the focal dependent variables involved behavioral measures. Altogether, 176 studies met these criteria in *JPSP* and 170 met them in *Psychological Science*. For each article, we assessed the presence of information relevant to experimenters’ expectations and the impact of demand characteristics. A fraction of the studies (33 for *JPSP* and 52 for *Psychological Science*) were coded by a second judge to check the reliability of the coding. Disagreements were resolved by a third judge.

We focused on several points. First, we assessed whether the article provided information regarding the presence of the experimenter during the session (to perform this analysis, we

![Fig. 1. Occurrence of words related to “demand characteristics” and “experimenter’s bias” in the *Journal of Personality and Social Psychology*. Note: Each point represents the frequency of the relevant expressions divided by the total number of papers published during the relevant year in the *Journal of Personality and Social Psychology* as reported by Google Scholar (http://scholar.google.com). For the “experimenter bias,” the following expressions were coded: “experimenter bias,” “experimenter effects,” “experimenter expectancy,” “experimenter’s expectancy,” “experimenter expectation,” “experimenter’s expectation,” as well as the plural forms of these expressions. For “demand,” we coded “experimental demand” and “demand characteristics.”]
first excluded online studies). As can be seen in Figure 2, the majority of the studies we considered fail to offer sufficient information to determine whether this was the case or not.

Second, we examined whether information was available regarding how the study had been presented to participants. Thus, for each study, we coded the presence or absence of such information, coding “yes” even if the reported information was very simple (e.g., the mere mention that “informed consent” had been obtained). Note that we did not consider whether the provided information was truthful or not. As can be seen in Figure 3, a large proportion of studies fail to report this information.

Third, we attempted to assess whether appropriate procedures aimed at probing participants’ knowledge of the study purpose and/or hypotheses were described. We again simply coded whether each study reported having carried out such probing or not, regardless of the specific nature of the enquiry.

As this issue is particularly relevant when participants are deceived with respect to the study’s real purpose, we also coded the presence of deception. Thus, if the researchers actively misrepresented the purpose of the study or aspects of its procedure, we considered deception to be present. For example, including a confederate posing as another participant, falsely describing computer-generated feedback as originating from a human being, or falsely presenting two parts of a single experiment as unrelated were all considered to be deception. By contrast, studies in which the real purpose of the experiment was described only vaguely or not mentioned at all were not considered to be deception. The results are presented in Figure 4. As the figure clearly shows, the majority of studies fail to report measures aimed at probing suspicion, even when deception is involved. In the absence of deceptive procedures, only a small minority of reports of studies refer to awareness checks. This is a matter of concern given that the impact of demand characteristics is in no way limited to situations in which the study participant is misguided as to the real purpose of the study (Orne, 1969/2009).

Taken together, these findings indicate that, at least in the sample of articles we surveyed, relatively little attention is paid to informing the reader about the social context of the experiment. We know very little about the presence or absence of the experimenter. Similarly, only a few papers report information on participants’ expectations about the purpose of the study, even though it has become a truism that expectations guide behavior (e.g., Ajzen, 1991, Roese & Sherman, 2007). Thus, much to our surprise, it was often simply impossible to determine which precautions, such as the use of a double blind procedure (de Craen, Kaptchuk, Tijssen, & Kleijnen, 1999), had been taken to minimize experimenter bias or to gauge the impact of demand characteristics.

In view of this observation, it is worth considering the stylistic canons of a “Methods” section for a psychology experiment. The passive voice often prevails throughout (“participants were instructed to…” or “were asked to…”). As this syntactical construction does not require an actual grammatical subject, the experimental participant often appears like the object of an action performed by an unknown agent. This echoes Orne’s quote on “what is done to the subject” Academic style manuals usually recommend using the passive voice as little as possible (American Psychological Association [APA], 2010; Strunk & White, 1979; Sword, 2012), as it obscures the relationship between the subject and the action—“who is kicking whom” (Lanham, 2000; Sword, 2012). In the description of psychology experiments, the use of the active voice, far from being a mere aesthetic device, would often provide useful information regarding the social context of the experiment.

What happened to the social context of the psychology experiment?

Different reasons may account for the lack of attention to demand characteristics and expectancy effects. We identified six such factors.
Automatization. The primary reason why contemporary psychologists may be less interested in demand characteristics and experimenter bias today lies in the automatization of experimental procedures enabled by technological developments. In the third part of his book, Rosenthal (1975/2009) put forward several methodological procedures designed to minimize experimenter bias. One of these seemed quite radical and consisted of eliminating the experimenter altogether. When the first edition of Rosenthal’s book was published in 1965, social psychology experiments typically involved direct contact between the experimenter and the participant. Now, in many, if not most, psychology experiments, the participant has little direct interaction with the experimenter, who merely greets him or her upon entering the laboratory. The research participant instead most typically interacts with a computer that displays standardized instructions. Thus, with contact between the experimenter being minimized, we can expect experimenter bias to be somewhat less of a pressing issue. Rosenthal (1975/2009) anticipated this possibility:

The day may yet come when the elimination of the experimenter, in person, will be a widespread, well-accepted practice. Through the use of computers we may generate hypotheses, sample hypotheses, sample the experimental treatment conditions from a population of potential manipulations, select our subjects randomly, invite their participation, schedule them, instruct them, record and analyze their responses, and even partially interpret and report the results. (Rosenthal, 1975/2009, p. 598)

The day Rosenthal described has now arrived. Many studies are now administered via automated procedures. However, Rosenthal noted that automatization does not resolve all problems:

Even if this fantasy were reality we would not be able to eliminate the experimenter completely. He or his surrogates or colleagues must program the computer and thereby influence the output. However, there would at least be no unprogrammed differential treatment of subjects as a function of their experimental conditions. In short, although experimenter or even machine effects cannot be completely eliminated, we can at least hope for unbiased effects. (Rosenthal, 1975/2009, p. 598)

Thus, computerized procedures do not necessarily eliminate experimental demand. Participants may conform to what they regard as the experimenter’s expectations as communicated through the computer. The participant may also detect the purpose of the manipulation and respond as a function of his or her understanding of its purpose rather than because of the manipulated variable per se.

Types of dependent variables and stimuli. Another explanation for the declining interest for demand characteristics and experimental demand lies in the type of dependent variables studied by contemporary researchers. When Rosenthal and Orne produced their seminal works, the dependent variables most often considered by social psychologists consisted essentially of self-report measures. Today, psychologists, inspired by cognitive science and neuroscience, rely increasingly on more sophisticated behavioral measures that may be difficult to manipulate consciously. According to this line of reasoning, the use of such measures may neutralize the effect of experimental demand. However, it seems that even methods designed to tap implicit processes may be influenced by the research participants’ conscious motives (cf. e.g., Fiedler & Bluemke, 2005; Gawronski, LeBel, & Peters, 2007). If this is even merely plausible, caution with respect to demand characteristics should be in order.
Changes in psychologists’ topics of interest. An additional factor that may influence the current lack of interest for demand characteristics and experimenter bias resides in the evolution of research interests: It is conceivable that the phenomena that are most popular today involve processes that are less likely to be influenced by expectancies than those that were studied in the 1960s. This would also be consistent with one of Rosenthal’s early points: “There are experiments in psychophysics, learning, and psychopharmacology in which the average obtained responses may be only trivially (...) affected” (Rosenthal, 1975/2009, p. 383). It is conceivable that experiments in domains that are more immune to expectancy effects, or thought to be so, are relatively more frequent today than they were 40 years ago (although the examples provided by Rosenthal represent but a tiny fraction of the papers published in the two journals we surveyed, especially JFPS).

Habits. Another optimistic explanation would hold that researchers in psychology have been well-trained to avoid the pitfalls of demand characteristics and experimenter bias—so well-trained, in fact, that precautions to avoid them are well entrenched in current best practices and do not deserve to be described in any form of detail anymore.

Journal space. It is also possible that competition for journal space and the increased reliance on short reports has forced authors to reduce the method section to its bare bones, which may thus involve omitting information relevant to expectancy and demand effects. These are indeed rarely the focus of the study.

Encapsulated view of cognition. Finally, we would like to suggest that there may be a further, deeper reason why interest in experimenter bias and demand effects has declined so dramatically—namely, the fact that the rise of cognitive neuroscience has further promoted a view on cognitive processes as wholly dependent on and encapsulated in neural processes that take place within the confines of the brain (Dovidio, Pearson, & Orr, 2008; Klein, 2009). The very manner in which behavior is now routinely described as being driven by the involvement of this or that brain region eschews the fact that the brain is itself in constant interaction not only with the world, but also with other people. This focus on neural, internally driven accounts of behavior relegates social influence to the status of a mere source of noise that needs to be controlled or eliminated, much like the practice of averaging participants’ performance on some behavioral task controlled or encapsulated in neural, temporarily thinking, in part because it is a much simpler tool to think with than the alternatives.

Amongst these options, proponents of “situated cognition” (e.g., Clark, 1997) have long argued that representations emerge online as a function of contextual cues. More recently, a similar account has been applied to social cognition (Smith & Semin, 2004). According to this view, contextual cues may affect the use of concepts and representations through their impact on the perceiver’s current social motives. Thus, general processes, such as person perception, may operate very differently depending on their action relevance. When people are in “TV-viewing mode” (as participants in computerized experiments often are), they may not process stimuli as they do when the very same stimuli serve a pragmatic purpose. The relevant actions associated with these stimuli are necessarily a function of the social context of the experiment: For what purpose is the participant expected to store, retrieve, or form impressions? Rather than being a form of “noise,” context is integral to the appraisal of mental processes.
This observation may lead us to revise our conception of demand characteristics and experimenter bias. If we adopt this “situated cognition” approach, we need to view this social context as integral to the psychological processes under study. Observing, for example, that the experimenter’s expectations affect the outcomes of the study does not necessarily mean that the “real” processes are “polluted” by these expectations. Rather, it may tell us something about how these processes may serve a social function, such as regulating interactions with a social partner (e.g., the experimenter). Smith and Semin (2004) made the following argument:

The true strength of the laboratory is not its supposed insulation of behavior from context effects, but its flexibility in allowing experimenters to construct very different types of contexts, suited to test different types of hypotheses. But a methodological implication of this way of thinking is that laboratory researchers should be mindful of the contexts and situations they are creating. (p. 88)

To illustrate this argument, we shall consider a phenomenon that has been widely studied in social cognition: automatic behavioral priming.

**A Case Study: Automatic Priming Effects**

Automatic behavioral priming refers to the fact that constructs such as a personality trait or a stereotype, when activated through relevant primes, may automatically influence subsequent behavior in the absence of awareness. There are many instances of such effects in the social psychology literature (see Blair, 2002; Dijksterhuis & Bargh, 2001; Wheeler & DeMaree, 2009 for reviews). The most emblematic of such studies, and also the first one to describe the phenomenon, is Bargh, Chen, and Burrows’s (1996) study, in which they reported (in Studies 2a & 2b) that participants unwittingly walked slower after incidental exposure to words related to the concept of old age. Bargh et al.’s experiments were structured in the following manner. First, participants had to arrange words into meaningful sentences (based on the scrambled sentences task, Srull & Wyer, 1979). For half of the participants (the primed group), some of these response words were associated with the concept of old age. For the other half (the control group), all the prime words were replaced by neutral ones. Upon completion of the task, participants were dismissed. As they would exit the building through a long corridor, their walking speed was measured manually by a confederate posted along the participant’s exit path. Bargh et al. observed that primed participants walked more slowly than control participants. Debriefing showed that participants were unaware of the prime or of its effect on their behavior. Many subsequent studies using different concepts and behaviors have documented similar effects (for a review, see Bargh, 2006).

Thus far, the most prevalent explanation for this phenomenon has been the “perception–behavior link” (Dijksterhuis & Bargh, 2001), itself based on James’ ideo-motor principle. Thus, merely thinking about a particular behavior automatically activates the corresponding behavior and so prepares one for the relevant actions. By extension, the perception of cues associated with specific actions (e.g., seeing a door handle) likewise activate the corresponding behaviors (e.g., a grasping movement). By extension again, one may thus think that even more distant cues may likewise activate associated behaviors. Thus, for instance, an abstract concept such as “intelligence” may prime one to act in a more intelligent manner. According to this account, primed concepts automatically activate a vast array of cognitive constructs (scripts, motivations, etc.) that share the same coding as the action (see also Hommel, Musseler, Aschersleben, & Prinz, 2001) and can therefore be expressed in various behaviors. For example, seeing a backpack in an experimental room may activate “outdoors” or “wilderness” but also “cooperation” (Bargh, 2006; Kay, Wheeler, Bargh, & Ross, 2004). Early research on behavioral priming has tended to consider it as an almost unavoidable phenomenon: Primed concepts are assumed to necessarily trigger the associated behavior.

Yet, evidence suggesting that priming is susceptible to contextual influences has accumulated over recent years (Blair, 2002). For example, Cesario, Plaks, Hagiwara, Navarrete, and Higgins (2010) have found that the same prime (the stereotype of African Americans) may elicit either a fight or a flight response depending on whether participants were in a closed, confined space or in a wide open space respectively.

The perception–behavior link model acknowledges the existence of such contextual influences (cf. Bargh, 2006) and suggests that, in addition to containing the prime, the context may also “filter” the types of behavior that will actually be thus facilitated or inhibited. Further, depending on their goals, individuals will focus their attention on a specific range of potential primes or constructs. Motivation is a further important modulatory factor that may determine which specific behavior is expressed in response to a prime. Such goals and motivations are to a large extent context-driven. But in this model, contextual filtering takes place at a very late stage, selecting from among the many “streams of input” (i.e., the rich representations evoked by multiple primes) those that will influence behavior (Loersch & Payne, 2011). Thus, the prime-to-behavior link is rather complex—so much so, in fact, that Wheeler and DeMarree (2009) recently documented as many as 16 different paths through which a prime may influence (or not) behavior.

In this light, some of us (Doyen, Klein, Pichon, & Cleere-mans, 2012) recently reported a failure to replicate the walking speed study (for another unsuccessful attempt, see Pashler, Harris, & Coburn, 2011). Reflecting on why this was the case, we considered the possibility that the social context of the experiment may be responsible for this failure and thus carried
out a second study in which participants’ expectations about the outcome of the study were now manipulated: Half of the experimenters were told to expect their participants to walk faster, whereas the other half were told to expect their participants to walk slower. Under these conditions, we managed to replicate the walking speed effect, but only when both primes and congruent experimenter expectancies were present.

It is possible to frame the opposition between Bargh et al.’s (1996) early findings and Doyen et al.’s (2012) in terms of internal validity. One extreme line of argument would use the Doyen study to affirm that behavioral priming, as observed by Bargh et al. (1996), reflects a form of demand effect and is merely an “artifact” due to the experimenter’s expectations. In this view, the perception–behavior link model is not warranted by the method of their walking speed study. The “defense” against this attack could be that minute differences in Doyen et al.’s procedures are responsible for the failure to replicate the initial study in all conditions and/or that all precautions were made to minimize the influence of experimenter expectations and demand characteristics in the original studies (Bargh, 2012a, 2012b; Yong, 2012). Most notably, experimenters in Bargh et al.’s studies were reportedly blind to conditions, which renders an explanation in terms of experimenters’ expectations implausible. In this view, the “noise” inherent in the variations implemented by Doyen et al. explains that they have failed to replicate Bargh’s findings in their initial experiment. Note that, in this imaginary debate, both the defense and the prosecution of the original study are committed to a common assumption: Contextual variables, such as experimenters’ expectations, are a source of error that obscures the process of interest. As we have suggested above, this assumption may reflect an encapsulated view of priming. But is there a more situated alternative? In the next section, we consider such an account.

**Situated Perspectives on Priming**

The perception–behavior link has recently been challenged by Loersch and Payne (2011), who have put forward a “situated-inference model” of automatic priming. It differs substantially from Bargh’s (2006) in its emphasis on the situational determinants of priming. Indeed, this model suggests that behavioral priming occurs in three stages:

1. The primes activate related concepts and constructs, increasing their accessibility (but usually not enough to affect judgment or behavior).
2. This information is misattributed to one’s natural response in the environment (e.g., what one’s thinks about the task or how one feels).
3. This information is used to select a behavior depending on the “affordances” of the environment.

This last step is the most interesting for our purposes. Loersch and Payne have extended the concept of visual “affordance” initially coined by Gibson (1979). Gibson famously suggested that visual perception was a function of physical action possibilities. Similarly, Loertsch and Payne have proposed that both physical and social objects in environment afford specific questions to the individual (e.g., “How should I behave with this person?”; “What should I order at this bar?”). People use accessible information to answer these questions. In the new model, the effect of the prime will be contingent on the type of “questions” afforded by the environment. In this view, the great diversity of priming effects is not attributable to the complexity of activated representations but rather to the richness of the environment. Besides rather than filtering a process that is already under way (as suggested by Bargh, 2006), contextual influences operate at a very early stage in this model. It is worth emphasizing the parallel between this approach and the concept of demand characteristics. In Orne’s view, participants consciously infer the questions addressed by the experiment and try to respond to them as adequately as possible. However, such influences may be much more subtle and implicit. As one moves toward a situated approach to psychological processes, the impact of demand characteristics may appear less and less like a source of bias and more like an integral part of the processes under study.

The situated inference model does not directly account for Doyen et al.’s findings. However, it leads us to appraise the controversy it elicited in a different light. Indeed, knowing that the experimenter’s expectations influence participants’ behavior may tell us something as to the type of information that the participant uses to make behavioral choices (such as walking slowly). After all, the participant leaves the lab following an injunction from the experimenter. In the perception–behavior link model, we would expect slower walking speed regardless of whether the participant leaves the laboratory following such an injunction or in response to any other contextual stimulus. If we take a more situated perspective, the presence of this injunction and the person issuing it may be crucial to the understanding of the process. It may also shape the cues used by the participant to regulate walking speed. Given that the injunction is made by the experimenter, the latter’s behavior may constitute such a cue. In this view, nonverbal mimicry (Chartrand & Bargh, 1999) may for example be part of the explanation for the reduced walking speed in Doyen et al.’s replication.

More generally, Doyen et al.’s (2012) results are compatible with the existence of priming effects: It is just that the primes are presented in a social context that either also acts as a congruent prime or not. Thus, experimenters who believe their participants will walk slower may act in a manner that is congruent with these expectations (e.g., moving and speaking more slowly). Such behavior may be unconsciously picked up by participants, who would then unwittingly adapt their own behavior to that of experimenters.

Regardless of the validity of this hitherto untested account, it is worth emphasizing that it would not imply that “automatic
stereotype based behavioral priming does not exist,” but rather that it may operate very differently depending on the social context in which it takes place. More generally, this case study highlights how subtle variations in precautionary measures, which many of the surveyed papers failed to report in their method section, can dramatically change the pattern of results one observes.6

What Should We Do About It? Practical Recommendations

Having now reiterated the importance of the social context to the understanding of psychological processes, an obvious question arises: What should we do about it? An obvious solution, advocated in much of the work on these topics (Rosenthal, 1975/2009), involves minimizing as many sources of bias as possible. This may consist, for instance, of using double blind procedures or of avoiding contact between experimenter and participants.

A second approach (cf. Rosenthal, 1975/2009) involves introducing controls that test for demand characteristics. For example, one can ask a group of participants to respond in ways that confirm the study’s hypotheses. Orne (1962, 1969/2009) also recommended the use of quasicontrols to evaluate the influence of demand characteristics. One such quasicontrol involves presenting the study to people from the same population as the “real” participants and to ask them to imagine that they are participants themselves but without incurring the actual treatment. Participants are then asked to report their data. Another possibility involves asking participants to simulate responding as if they had been affected by the treatment (that they did not actually receive). In the same vein, several studies have now demonstrated that intentional simulations of implicit processes may actually produce consistent effects (e.g., Fiedler & Bluemke, 2005), which highlights their importance.

A third solution involves using financial incentives as a function of performance. Indeed, these make clear the demand characteristics of the experiment (Hertwig & Ortmann, 2001). This solution could also be the focus of experimental manipulations to test the effect of such characteristics even when performance is not the focal DV. For example, knowing that participants who are rewarded for conforming to the hypotheses do not exhibit the same pattern of responses to the experimental manipulations as those who do can be extremely informative.

A fourth, more widespread, approach involves measuring variables that may be implicated in the effect of demand characteristics and experimenters’ expectations. There are some specific guidelines that can be advocated in this regard.

Thorough debriefing

First, one can recommend engaging in thorough debriefing procedures (Orne, 1962). When such procedures are reported, we usually know very little about their actual content: For example, in our study, the authors would often simply state “we used a funnel debriefing.” We believe that this information should be not only briefly reported but also described in detail as it provides an insight into participants’ expectations regarding the experiment.

In a recent paper, Froese, Gould, and Barrett (2011) described three types of approaches to consciousness. Inspired by the behaviorist tradition, experimental research in this domain generally favors third-person data (i.e., objective, public data produced by methods such as mental chronometry and neuroimaging). Froese et al. contrasted this approach with first-person and second-person approaches. The former refer to introspective data and the latter to the outcome of interviewing, as typically produced during debriefing. They suggested that such subjective data are instrumental to identifying the factors that influence performance. We should always ask the subject what he or she thinks about what is going on in the experiment, Froese et al. argued, for in doing so one may come to realize that what experimenters had intended is not what actually happens. This phenomenological approach, however, demands a thorough training of the interviewer. Froese et al. recounted the manner in which this method has allowed researchers to gain valuable theoretical insights that have led to testable, and supported, theoretical predictions (e.g., Waroquier, Marchiori, Klein, & Cleeremans, 2009, 2010). Thus, Froese et al.’s analysis compels us to give participants the central spot they should never have left in our conduct of our experimental work, for asking people how they perform a task has direct bearing on our interpretations of the data. In this sense at least, verbal reports are data, as Ericsson and Simon (1980) forcefully argued.

However, as Froese et al.’s analysis suggests, verbal reports as obtained through interviews and other such methods should be considered very cautiously. Nisbett and Wilson (1977) famously remarked that “Subjects are sometimes (a) unaware of the existence of a stimulus that importantly influenced a response, (b) unaware of the existence of the response, and (c) unaware that the stimulus has affected the response” (p. 231), further pointing out that participants will often volunteer information that is not based on fact but rather on a rational, post-hoc, reconstruction of their behavior. And indeed, suspicion probes are often inefficient even when the participant has been made clearly aware of the hypothesis (Nichols & Maner, 2008) or of the experimenter’s intention to deceive him or her prior to the experiment (Newberry, 1973). These important points, however, do not diminish in and of themselves the value of careful extended interactions with participants: One merely needs to be aware of the limits of such methods.

Integrating the social context of the experiment

Let us now come to our second guideline regarding the appraisal of demand effects. Authors should supply detailed information
regarding these three entities: the experimenters, the participants, and the experimental setup. To ensure a comprehensive reading and understanding of the experimental situation, beyond what is commonly reported, the reader should be able to find an answer to the questions highlighted in Table 1.

If double blind procedures could not be employed or were not judged desirable this should be clearly justified. Also, note that, to circumvent the problem of low journal space, this detailed material could be made available online.

If we adopt the situated cognition perspective, however, another complementary approach can be adopted. It involves designing psychology experiments in ways that make the social context of the experiment more relevant to the process under investigation. What is the purpose of the task from the participant’s perspective? How does the contextual features of the experiment affect the actions fulfilled by the task? Consider, for example, a study on person perception. In such a study, knowing the purpose of the impression participants form of the target may be an essential ingredient of the study.

One could also engage in efforts to better specify to the participants the context in which the stimuli are to be evaluated. To borrow an example from Smith and Semin (2004), when evaluating Asians as part of a stereotyping study, it may be useful to specify the context of this evaluation. For example, is it in the purpose of evaluating potential business partners or competitors? Or in appraising tourists visiting one’s city?

A failure to consider contextual information in the design and presentation of the tasks to study participants may lead to serious misinterpretations. In such an apparently “context-free” situation, participants may have inferred a context or purpose and responded accordingly. But as the researchers did not specify a context and could not know what the participant inferred, it will remain unclear whether the assumed process is “general” or closely associated with this context. Obviously, this will undermine our capacity to properly replicate the experiment. In the event of a failure to replicate, it will also make it more difficult to infer the reason for it: Type II error or correct rejection of the null hypothesis?

The use of scripts, often seen in experimental economics but not in psychology (Hertwig & Ortmann, 2001), is a possible response to this problem in some branches of our discipline. Typically, scripts place participants in specific roles (“buyer” or “seller” in a negotiation game for example) and specify the behavioral options that are open to them. When combined with the presence of financial incentives, enacting these scripts does not reflect a mere form of role playing or simulation. Participants become real agents whose choices have tangible consequences for them (Hertwig & Ortmann, 2001). Note, however, that scripts can vary in their level of contextualization (e.g., being a seller of unspecified goods in an abstract market vs. a specific product in a well-known market). They may constitute a response to the problem of failed replication only insofar as they are properly situated. There is no reason to limit their use to economic settings.

### Table 1. A List of Questions That Should Be Commonly Answered in Reports of Experimental Studies.

<table>
<thead>
<tr>
<th>Experimenters</th>
<th>Participants</th>
<th>The experimental setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Who are they?</td>
<td>Who are they?</td>
<td>What type of reward is offered?</td>
</tr>
<tr>
<td>What do they know about the experiment?</td>
<td>How do they know about the experiment?</td>
<td>Is there any form of deception?</td>
</tr>
<tr>
<td>What do they know about the participants?</td>
<td>What do they know about the experimenter?</td>
<td>What information is provided to the participants?</td>
</tr>
<tr>
<td>What could they expect from the experiment?</td>
<td>What could they expect from the experiment?</td>
<td>How is such information transmitted to the participant?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Is the experimenter present or absent during the dependent variable measurement?</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Are the participants isolated during the experiment or are they at perceptual distance of peers?</td>
</tr>
</tbody>
</table>

In this article, we have revisited two old related “scarecrows” of experimental psychology: demand characteristics and experimenter bias. Fifty years after they entered the limelight, these topics have largely disappeared from the agenda of experimental psychologists. Some of the reasons for this, such as the automatization of psychology experiments, are certainly understandable. And we must acknowledge that, for certain subfields of our science (e.g., psychophysics), these phenomena pose less of a problem than for others (e.g., social cognition). Yet, when writing in 2008, Rosenthal and Rosnow (2009) noted that “problems of experimenter effects have not been solved yet” (p. ix).

We considered one natural response to demand characteristics and experimenter effects: increased methodological scrutiny and more rigorous control. Yet, we have to remain sensitive to the fact that it will never be possible to control all possible influences of these factors, for psychological experiments never take place in the ideal form that is achievable in, say, physics. Thus, participants are not zombies who will respond in a predictable manner to stimulation. Instead, they continuously exert their intelligence and attempt to guess a study’s objectives, discern hard-to-see stimuli, or monitor their own actions. Both participants and experimenters also formulate conscious expectations regarding the experiment and the role they are expected to play in the study.

In this light, a central feature of conscious awareness is that it simply cannot be turned off, even when experiments are
designed to minimize its effects. In controlled experiments, researchers attempt to minimize the effects of such conscious monitoring on people’s responses so as to reduce noise and hence obtain “purer” data. However, not all such factors can be controlled, and it may be the case that both participants and experimenters remain unaware of the influence that some factors exert on the outcomes of the study. The case of Clever Hans is exemplary in this respect: Neither Van Osten (his owner) nor the horse were aware of the cues they respectively emitted and used so as to endow Hans with seemingly extraordinary mathematical skills.

In conclusion, we should like to recommend that rather than attempting to eliminate all potential sources of bias by automatizing experiments, experimental psychologists should instead strive to explore such sources of bias in a systematic manner. Failing to do so puts psychology at risk, for what sense is there in developing general conclusions about entire classes of psychological phenomena if such phenomena are tightly dependent on interactions with computers? Eliminating the experimenter and, more generally, the social context of the experiment from our understanding of psychological processes may certainly increase control and maximize internal validity, but it also exposes entire segments of psychological research to irrelevance.
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Notes
1. Although such demand characteristics have not always been seen negatively. On the contrary, in early experimental psychology it was considered useful that the subject be an expert, as it would increase the accuracy of responses (Despret, 2004).
2. The choice of 2005 for Psychological Science was dictated by the fact that, besides regular research reports, more recent volumes include very short papers with online supplementary material, which considerably complicate coding. However, we do not see any reason why the pattern observed in 2005 would have sensibly changed.
3. This “encapsulated view” of cognition, or of psychological processes in general, is actually more ancient and dates at least from behaviorism, which typically considered the relation between stimulus and response independently of the social context in which they were embedded. This affected the reporting of the studies. For example, in a typical verbal learning experiment (e.g., J. C. Cohen & Musgrave, 1966), it is very difficult to identify what the experimenter exactly told the subject, which makes replication difficult or impossible.
4. An attempt to respond to these methodological criticisms has been made through a new replication integrally available online: http://www.replicate.vgbrain.net
5. At the time we were writing this article, these blog posts were no longer online. Yong (2012) offers a summary.
6. Note that Bargh does not ignore demand characteristics in priming research. He has developed a detailed debriefing technique to evaluate the consciousness of the prime and its possible consequences (Bargh & Chatrand, 2000).
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