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In vector field learning, regularized kernel methods such as regularized least-squares require the number
of basis functions to be equivalent to the training sample size, N. The learning process thus has O(N?) and
O(N?) in the time and space complexity, respectively. This poses significant burden on the vector learning
problem for large datasets. In this paper, we propose a sparse approximation to a robust vector field
learning method, sparse vector field consensus (SparseVFC), and derive a statistical learning bound on the
speed of the convergence. We apply SparseVFC to the mismatch removal problem. The quantitative
results on benchmark datasets demonstrate the significant speed advantage of SparseVFC over the
original VFC algorithm (two orders of magnitude faster) without much performance degradation; we
also demonstrate the large improvement by SparseVFC over traditional methods like RANSAC. Moreover,
the proposed method is general and it can be applied to other applications in vector field learning.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

For a given set of data S = {(Xp, y,)eX x y}’nV: 1, one can learn a
function f : X — Y so that it approximates a mapping to output y,
for an input X,. In this process one can fit a function to the given
training data with a smoothness constraint, which typically
achieves some form of capacity control of the function space.
The learning process aims to balance the data fitting and model
complexity, and thus, produces a robust algorithm that generalizes
well to the unseen data [1]. This can one way be formulated into
an optimization problem with a certain choice of regularization
[2,3], which typically operates in the Reproducing Kernel Hilbert
Space (RKHS) [4] (associated with a particular kernel). Two well-
known methods along the line of learning with regularization are
regularized least-squares (RLS) and support vector machines
(SVM) [2]. These regularized kernel methods have drawn much
attention due to their computational simplicity and strong gen-
eralization power in traditional machine learning problems such
as regression and classification.
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Regularized kernel methods over RKHS often lead to solving a
convex optimization problem. For example, RLS directly solves a
linear system. However, the computational complexity associated
with applying kernel matrices is relatively high. Given a set of N
training samples, the kernel matrix is of size N x N. This suggests a
space complexity O(N?) and a time complexity at least O(N?); in
fact most regularized kernel methods have core operations such as
matrix inversion in RLS which is of O(N). It is therefore compu-
tationally demanding if N is large. This situation is more trouble-
some in vector-valued cases where we focus on the vector-valued
regularized least-squares (vector-valued RLS). There are several
different names for the RLS model [5] such as regularization
networks (RN) [3], kernel ridge regression (KRR) [6], least squares
support vector machines (LS-SVM) [7], etc. We use a widely
adopted one in the literature, i.e. RLS in this paper.

A vector field is a map that assigns each position xeR” with a
vector yeRP, defined by a vector-valued function. Examples of
vector field range from the velocity fields of fluid particles to the
optical flow fields associated with visual motion. The problem of
vector field learning is tied with functional estimation and
supervised learning. We may learn a vector field by using regular-
ized kernel methods and, in particular, vector-valued RLS [8,9].
According to the representer theorem in RKHS, the optimal
solution is a linear combination of a number (the size of training
data points N) of basis functions [10]. The corresponding kernel
matrix is of size DN x DN. Compared to the scalar case, the
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vectored values pose more challenges on large datasets. One
possible solution is to learn sparse basis functions; i.e. we could
pick a subset of size M basis functions, making the kernel matrix of
size DM x DM. Thus, the computational complexity could be
greatly reduced when M < N. Moreover, the solution based on
sparse bases also enables faster prediction. Therefore, when we
learn a vector field via vector-valued regularized kernel methods,
using a sparse representation may be of particular advantage.

Motivated by the recent sparse representation literature [11],
here we investigate a suboptimal solution to the vector-valued RLS
problem. We derive an upper bound for the approximation
accuracy based on the representer theorem. The upper bound
has a rate of convergence in O(,/1/M), indicating a fast conver-
gence rate. We develop a new algorithm, SparseVFC, by using the
sparse approximation in a robust vector field learning problem,
vector field consensus (VFC) [9]. As in [9], the SparseVFC algorithm
is applied to the mismatch removal problem. The experimental
results on various 2D and 3D datasets show the clear advantages
of SparseVFC over the competing methods in efficiency and
robustness.

1.1. Related work

Sparse representations [11] have recently gained a considerable
amount of interest for learning the kernel machines [12-15]. To scale
up kernel methods to deal with large data, a wealthy body of efficient
sparse approximations have been suggested in the scalar case, inclu-
ding the Nystréom approximation [16], sparse greedy approximations
[17], reduced support vector machines [18], and incomplete Cholesky
decomposition [19]. Common to all these approximation schemes is
that only a subset of the latent variables are treated exactly, with the
remaining variables being approximated. These methods differ in the
mechanism for choosing the subset, and in the matrix form used to
represent the hypothesis space. In this paper, we generalize this idea
to the vector-valued setting.

Another approach to achieve the sparse representation is to add
regularization term penalizing the ¢; norm of the expansion coeffi-
cients [20,21]. However, this does not alleviate the problem, since it
has to compute (and invert) the kernel matrix of size N x N, and then
it is not suitable for large datasets. To overcome this problem, Kim
et al. [22] described a specialized interior-point method for solving
large scale ¢;-regularized that uses the preconditioned conjugate
gradients algorithm to compute the search direction.

The large scale kernel learning problem can also be addressed
by iterative optimization such as conjugate gradient [23] and more
efficient decomposition-based methods [24,25]. Specially, for the
RLS model with the ¢, loss, fast optimization algorithms such as
accelerated gradient descent in conjunction with stochastic meth-
ods [26-28] can perform very fast as well. However, a main
drawback of these methods is that they have to store a kernel
matrix of size N x N which is not realistic for large datasets.

The main contributions of our work include (i) we present a

sparse approximation algorithm for vector-valued RLS which has
linear time and space complexity w.rt. the training data si
ze;
(ii) we derive an upper bound for the approximation accuracy of
the proposed sparse approximation algorithm in terms of regular-
ized risk functional; (iii) based on the sparse approximation and
our the vector field learning method VFC, we give a new algorithm
SparseVFC which significantly speeds up the original VFC algo-
rithm without scarifies in accuracy; (iv) we apply SparseVFC to
mismatch removal which is a fundamental problem in computer
vision and the results demonstrate its superiority over the original
VEC algorithm and many other state-of-the-art methods.

The rest of the paper is organized as follows. In Section 2, we
briefly review the vector-valued Tikhonov regularization and lay

out a sparse approximation algorithm for solving vector-valued
RLS. In Section 3, we apply the sparse approximation to robust
vector field learning and mismatch removal problem. The datasets
and evaluation criteria used in the experiments are presented in
Section 4. In Section 5, we evaluate the performance of our
algorithm on both synthetic data and real-world images. Finally,
we conclude in Section 6.

2. Sparse approximation algorithm

We start by defining the vector-valued RKHS and recalling the
vector-valued Tikhonov regularization, and then lay out a sparse
approximation algorithm for solving the vector-valued RLS pro-
blem. At last, we derive a statistical learning bound for the sparse
approximation.

2.1. Vector-valued reproducing kernel Hilbert spaces

We are interested in a class of vector-valued kernel methods,
where the hypotheses space is chosen to be a reproducing kernel
Hilbert space (RKHS). This motivates reviewing the basic theory of
vector-valued RKHS. The development of the theory in the vector
case is essentially the same as in the scalar case. We refer to
[10,29] for further details and references.

Let Y be a real Hilbert space with inner product (norm) ¢., -)y,
(Il - lly), for example, Y = R?, x a set, for example, ¥ = R", and H a
Hilbert space with inner product (norm) ¢, -, (|l - ll%). A norm can
be defined via an inner product, for example, |f|l; = (. f);/>. Next,
we recall the definition of RKHS as well as some properties of it
which we will use in this paper.

Definition 1. A Hilbert space 7 is an RKHS if the evaluation maps
evx : H—)Y are bounded, ie. if vxeX there exists a positive
constant Cx such that

levx®lly = IF)Nly <CxlIfllz, VEeH. M

A reproducing kernel I' : X x X— B()) is then defined as
(X, X'):=evxevy, )

where B()) is the space of bounded operators on ), for example,
BY) = RP*P, and ev# is the adjoint of evy.

From the definition of the RKHS, we can derive the following
properties:

(i) For each xex and ye), the kernel I' has the following
reproducing property

(), y)y = (E.TC.X)¥)n, VN 3)

(ii) For every xeX and feH, we have that
IEC) 1y <IT, X 15/3 1115 )

where | - ||y,y is the operator norm.

The property (i) can be easily derived from the equation ev;y:
I'(,X)y. In the property (ii), we assume that sup,.,| T(X, x)||y{ 32, =
Sr < oo,

Similar to the scalar case, for any NeN, {X, : neNy} = X, and a
reproducing kernel T, a unique RKHS can be defined by consider-
ing the completion of the space

HN = { % I'(,Xp)Cn : cney}, 5)

n=1
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with respect to the norm induced by the inner product

N
(£, 8)n= ”Z] (L'(xj, X;)C;, d;)y, (6)
1) =

for any f,geHy with f =X | T(.x)c; and g=XY (., X))d;.

2.2. Vector-valued Tikhonov regularization

Regularization aims to stabilize the solution of an ill-
conditioned problem. Given an N-sample S={(Xp,y,)eX xY:
neNy} of patterns, where X = R” and ) = RP are input space and
output space, respectively, in order to learn a mapping f: X —)),
the vector-valued Tikhonov regularization in an RKHS H with
kernel I' minimizes a regularized risk functional [10]

N
of)= X VE&).Yo) + A7 )

where the first term is called the empirical error with the loss
function V : Y x Y — [0, «) satisfying V(y,y) = 0, the second term is
a stabilizer with a regularization parameter 1 controlling the trade-
off between these two terms.

Theorem 1 (Vector-valued Representer Theorem Micchelli and Pontil
[10]). The optimal solution of the regularized risk functional (7) has
the form:

f'x) = %F(x,xn)cn, ChEY. ®)

n=1

Hence, minimizing over the (possibly) infinite dimensional
Hilbert space, boils down to find a finite set of coefficients
{€n : neNy}.

A number of loss functions have been discussed in the
literature [1]. In this paper, we focus on vector-valued RLS which
is a vector-valued Tikhonov regularization with an ¢, loss function,
ie,

V(E(Xn). Yn) = PallV,—f X2, ©

where p,>0 is the weight, and | - || denotes the ¢ norm. Other
common loss functions are the absolute value loss V(f(x),y)=
If(x)-y| and Vapnik's e—insensitive loss V(f(X),y)= max(|/f(x)
-yi-¢,0).

Using the ¢, loss, the coefficients ¢, of the optimal solution, i.e.
Eq. (8), is then determined by a linear system [10,9]

T+ B =Y, (10)

where the kernel matrix I is called the Gram matrix which is an
N x N block matrix with the (i, j)-th block I'(x;, X;). P =Pglp,p is a
DN x DN diagonal matrix, here P = diag(p,, ..., py), and ® denotes
Kronecker product. C=(cl,...,c)" and Y = (y],...,y)" are DN x 1
dimensional vectors.

Note that when the loss function V is not quadratic anymore,
the solution of the regularized risk functional (7) still has the form
(8), but the coefficients ¢, cannot be found anymore by solving a
linear system.

2.3. Sparse approximation in vector-valued regularized least-squares

Under the Representer Theorem, the optimal solution f° comes
from an RKHS Hy defined as in Eq. (5). Finding the coefficients ¢,
of the optimal solution f° in vector-valued RLS merely requires to
solve the linear system (10). However, for large values of N, it may
pose a serious problem due to heavy computational (i.e. scales as
O(N?)) or memory (i.e. scales as O(N?)) requirements, and, even

when it is implementable, one may prefer a suboptimal but
simpler method. In this section, we propose an algorithm that is
based on a similar kind of idea as the subset of regressors method
[30,31] for the standard vector-valued RLS problem.

Rather than searching for the optimal solution f° in Hy, we use
a sparse approximation and search a suboptimal solution f° in a
space Hy (M < N) with much less basis functions defined as

M
HM:{ Z]r(‘aim)cm :cmey}> (11)
m=

with {X, : meNy} < &,! and then minimize the loss over all the
training data. Yet the problem that remains is how to choose the
point set {X,, : meNy,}, and accordingly find a set of coefficients
{cm : meNy}. In the scalar case, different approaches for selecting
this point set are discussed, for example, in [5]. There, it was found
that simply selecting an arbitrary subset of the training inputs
performs no worse than more sophisticated methods. Recent
progress in compressed sensing [11] also demonstrated the power
of sparse random basis representation. Therefore, in the interest of
computational efficiency, we use the simply random sampling
method to choose sparse basis functions in the vector case. And
we also compare the influence of different choices of sparse basis
functions in the experiment section.

According to the sparse approximation, the unique solution of
the vector-valued RLS in H), has this form:

ffx)= % (X, Xm)Cr. (12)
m=1

To solve the coefficients c;;, we now consider the Hilbertian
norm and the corresponding inner product (6)

M M -
Ifl3, = X 2 (D& X0 ¢)y = c'rc, (13)

i=1j=

where C=(cl,...,c[,)" is a DM x 1 dimensional vector, the kernel
matrix I' is an M x M block matrix with the (i, j)-th block I'(X;, X;).
Thus, the minimization of the regularized risk functional (7)
becomes

N
: i _ 2 2
min o(f) = rflgg{nglpnllyn fxn)ll* + AIIfIIH}

- rrlcin{||f’1/2(Y—I]C)||2 +C"Fey, (14)

where U is an N x M block matrix with the (i, j)-th block I(x;, X;):
(x1,X1) (X1, Xm)

U= : : (15)
I'(xn,X1) T(Xn,Xn)

Taking the derivative of the right hand of Eq. (14) with respect
to the coefficient matrix C and setting it to zero, we can then
compute the coefficient matrix C from the following linear system:

O'PU + iF)C = 0'PY. (16)

In contrast to the optimal solution f° given by the Representer
Theorem, which is a linear combination of the basis functions
(-, X1),...,I(-,Xy) determined by the inputs X;,...,Xy of training
samples, the suboptimal solution f° is formed by a linear combina-
tion of arbitrary M-tuples of the basis functions. Generally, this
sparse approximation will yield a vast increase in speed and
decrease in memory requirements with negligible decrease in
accuracy.

Note that the sparse approximation is somewhat related to
SVM since SVM's predictive function also depends on a few

! Note that the point set {X, : meNy} may not be a subset of the input training
data {x; : neNy}.
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samples (i.e. support vectors). In fact, under certain conditions,
sparsity leads to SVM, which is related to the Structural Risk
Minimization principle [1]. As derived in [20], when the data is
noiseless, and the coefficient matrix C is chosen to minimize the
following cost function, the sparse approximation gives the same
solution of SVM:

2
+ 2ICll¢, 17
H

() = | foo- é] €l (X, Xn)

where || - ||, is the usual ¢; norm. If N is very large and I'(-, X,,) is not
an orthonormal basis, it is possible that many different sets of
coefficients will achieve the same error on a given data set. Among
all the approximating functions that achieve the same error, using
the ¢; norm in the second term of Eq. (17) favors the one with the
smallest number of non-zero coefficients. Our approach follows
this basic idea. The difference is that in the cost function (17) the
sparse basis functions are chosen automatically during the opti-
mization process, while in our approach the basis functions are
chosen randomly for the purpose of reducing both time and space
complexities.

2.4. Bounds of the sparse approximation

To derive upper bounds on error of approximation of the
optimal solution f° by the suboptimal one f°, we employ
Maurey-Jones-Barron's theorem [32,33] reformulated in terms of
G-variation [34]: for a Hilbert space X with norm | - || and feX, G is
a bounded subset of it, the following upper bound holds

2 _11f112
If—span, Gl< /(Scllfllcg 1> (18)

where span,G is a linear combination of n arbitrary basis functions
in G, s¢ =supglgl, and | - [lc denotes the G-variation which is
defined as

IIfllc = inf{c > 0 : f/cecl conv(Gu-G)}, (19)

with cl conv(-) being the closure of the convex hull of a set and
-G={-g:g<G}. Here the closure of a set A is defined as
clA = {feX : (Ve > 0)(3g<A)||f-g|| < ¢}. For properties of G-variation,
we refer the reader to [34-36].

Taking advantage of this upper bound, we derive the following
proposition which compares the optimal solution f° with a
suboptimal solution f° in terms of regularized risk functional &(f).

Proposition 1. Let {(Xp,y,)eX x y}’,:’:l be a finite set of input-
output pairs of data, T:X x X—)Y a matrix-valued kernel,
Sp= supxeX||F(x,x)||;,€,, f°(x) =3N_ I(X,Xn)c, the optimal solution
of the regularized risk functional (7), £'(x)=>M_ TX,Xm)cn a
suboptimal  solution, suppose VneNy, [f(Xn) + £ Xn)-2Y,lly
<supy. I (X) + £°(X)|ly, then we have the following upper bound:

&(f°)-D(£°)<(Ns? + 2) (% +2||f° ||H\/%>, (20)

where a=(srllf’llc)*-If°I13,, H is the RKHS corresponding to the
reproducing kernel T', 1 is the regularization parameter.

Proof. According to the property (ii) of an RKHS in Section 2.1, for
every feH and xeX we have

I 11y <IITE, X)15/5 1 ll2<sr 1l 21

where sr = supy+|T(X, x)||;{ 32, Thus we obtain

sup|If)|ly <srlIfilx. (22)
XeX

By the last inequality and Eq. (18), we obtain

N
o(f*)-o(f°) = ;(ufs(xn)—yn||§—||f"(xn>—yn||§,) + ANE1Z-1E12)

N
<X (fs(xn)—fo(xn)»fs(xn) +fo(xn)—ZYn>y

n=1
A = e |- e + 1€ 112)
N
< 21 17 (%) —£° ) 1y 16° (%) + £°(X) =2y Iy
n=

+ANE =L 3 N N + NE° 1120
<Nsup|If*x)—f°®)|ly supl||f’x) + £ X)]ly
Xex Xex

FAIE—E (I 1 + 1€ 115¢)
<NSpIE° = [l5¢[sel1€° + £ ll5c—2Y pin
A £ 11 Nl + 11 150

SNSF\/%@SFW“H +5r\/%> +/1\/%<2llfﬂlln + \/%

= (Nst +4) <%+ 2||f"||H\/%), 23)

where a = (sp|f°llc)*>~IIf°I%, |l - llc corresponds to the G-variation,
and G corresponds to Hy in our problem. ©

From this upper bound, we can easily derive that to achieve an
approximation accuracy e, i.e. &(f°)-o(f°)<e, the needed minimal
number of basis functions satisfies

-1
€ €

M< 21 i —— 1] . 24

a{Ns%H I ””( (Ns2 + DIF]2, )} 24

3. Sparse approximation for robust vector field learning

A vector field is also a vector-valued function. The Tikhonov
regularization treats all samples as inliers which ignores the issue
of robustness, i.e., the real-world data may often contain some
unknown outliers. Recently, Zhao et al. [9] present a robust vector-
valued RLS method named Vector Field Consensus (VFC) for
vector field learning. In which, each sample is associated with a
latent variable indicating whether it is an inlier or an outlier,
and then the EM algorithm is adopted for optimization. Besides,
the technique of robust vector field learning has been also
adopted in Gaussian processes, basically by using the so-called
t-processes [37,38]. In this section, we present a sparse approx-
imation algorithm for VFC, and apply it to the mismatch removal
problem.

3.1. Sparse vector field consensus

Given a set of observed input—output pairs S = {(Xp,y,) : neNy}
as samples randomly drawn from a vector field which may contain
some unknown outliers, the goal is to learn a mapping f to fit the
inliers well. Due to the existence of outliers, it is desirable to have
a robust estimate of the mapping f. There are two choices: (i) to
build a more complex model that includes the outliers—which
involves modeling the outlier process using extra (hidden) vari-
ables which enable us to identify and reject outliers, or (ii) to use
an estimator which is less sensitive to outliers, as described in
Huber's robust statistics [39]. In this paper, we use the first
scenario. In the following we make an assumption that, the vector
field samples in the inlier class have Gaussian noise with zero
mean and uniform standard deviation o, while the ones in the
outlier class are uniformly distributed 1/a with a being the volume
of the output domain. Let y be the percentage of inliers which we
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do not know in advance, X = (x],...,x})" and Y=(y,...,y})" be
DN x 1 dimensional vectors, and 6 = {f, 62,7} the unknown para-
meter set. The likelihood is then a mixture model as

N 1-—
X.0)= Y erlya—faxul?/262 | 27V | 25
p(YIX.0) nl;[] < 220 +— (25)

We model the mapping f in a vector-valued RKHS H with
reproducing kernel I', and impose a smoothness constraint on it, i.
e. p(f)«e" W2l Therefore, we can estimate a MAP solution of 6 by
using the Bayes rule as 6* = arg max, p(Y|X, 0)p(f). An iterative EM
algorithm can be used to solve this problem. We associate sample
n with a latent variable z,<{0, 1}, where z,=1 indicates a Gaussian
distribution and z,=0 points to a uniform distribution. We follow
the standard notations [40] and omit some terms that are
independent of . The complete-data log posterior is then given by

1 N
Q0.0 ==353 X Pen=10Xn Y. 0" )I¥n—Fxn)|
n=

N
_g Ino? Y P(zn=1Xn Yy 6%
1

n=

N
+In(1-y) Y P(zn = 0[Xn.y,,6°%
n=1

N oldy 4 g2
+Iny Y P@zn=1Xn,y,.0 )‘j”fnu (26)

n=1

E-step: Denote P =diag(p;,...,py), Where the probability
pp=Piz,=1 \xn,yn,af"d) can be computed by applying Bayes rule
yeIvn—fxoll* /202 (2ra2)P/?

= el TtxP27 1 (1=, a

Pn 27)
The posterior probability p, is a soft decision, which indicates to
what degree the sample n agrees with the current estimated
vector field f.

M-step: We determine the revised parameter estimate
6" = arg max,Q(0,6°%). Taking derivative of Q(@) with respect
to ¢2 and 7, and setting them to zero, we obtain

2_ (Y-V)'P(Y-V)
=" D.up (28)

y =tr(P)/N, (29)

where V= (f(x1)",...,fxy)")" is a DN x 1 dimensional vector, and
tr(-) denotes the trace.

Considering the terms of objective function Q in Eq. (26) that
are related to f, the vector field can be estimated from minimizing
an energy function as

1 X A
E0) =53 X PallyufCwIl® +3 I (30)

This is a regularized risk functional (7) with ¢, loss function (9). To
estimate the vector field f, it needs to solve a linear system similar
to Eq. (10), which takes up most of the run-time and memory
requirements of the algorithm. Obviously, the sparse approxima-
tion could be used here to reduce the time and space complexity.

Using the sparse approximation, we search a suboptimal f*
which has the form as in Eq. (12) with the coefficient ¢,
determined by a linear system similar to Eq. (16)

O'PU + 16°T)C=0'PY. 31)

Since it is a sparse approximation to the vector field consensus
algorithm, we name our method SparseVFC. In summary,
compared with the original VFC algorithm, we estimate a
vector field f by solving a linear system (31) in SparseVFC rather
than Eq. (10) in VFC. Our SparseVFC algorithm is outlined in
Algorithm 1.

Table 1
Comparison of computational complexity.

VEC [9] FastVFC [9] SparseVFC
Time O(N?) O(N?) O(N)
Space O(N?) O(N?) O(N)

Algorithm 1. The SparseVFC Algorithm.

Input: Training set S = {(Xn,¥,) : neNy}, matrix kernel T,
regularization constant 4, basis function number M
Output: Vector field f, inlier set Z

1 [Initialize a, y, V=0ppny1, P =Iy.n, and ¢2 by equation (28)

2 Randomly choose M basis functions from the training
inputs and construct kernel matrix I’

3 repeat

4 E-step:

5 Update P =diag(p;, ...,py) by equation (27)

6 M-step:

7 Update C by solving linear system (31)

8 Update V by using equation (12)

9 Update ¢2 and y by equations (28)and(29)

10 until Q converges

11 Vector field f is determined by equation (12)

12 The inlier set is Z = {n : p, > z,neNy} with 7 being a
predefined threshold.

It also presented a fast implementation for VFC named FastVFC
in the original paper [9]. To reduce the time complexity, it first
uses the low rank matrix approximation by computing the
singular value decomposition (SVD) for the kernel matrix I' of
size DN x DN, and then the Woodbury matrix identity to invert the
coefficient matrix in the linear system for solving C [41].

Computational complexity. Notice that P is a diagonal matrix,
we can compute U P in linear system (31) by multiplying the n-th
diagonal element of P to the n-th column of U", and thus the time
complexity of SparseVFC for mismatch removal is reduced to
O(mD*M?N + mD3*M?), where m is the iterative times for EM. The
space complexity of SparseVEC scales like O(D*MN + D*M?) due to
the memory requirements for storing the matrix U and kernel I".

Typically, the required number of basis functions for sparse
approximation is much less than the number of data points, i.e.
M<<N. In this paper, we apply the SparseVFC to the mismatch
removal problem on 2D and 3D images, in which the number of
the point matches N is typically in the order of 103 and the
required number of basis function M is in the order of 10'.
Therefore, both the time and space complexities of SparseVFC
could be simply written as O(N). Table 1 summarizes the time and
space complexities of VFC, FastVFC and SparseVFC. Compared to
VFC and FastVFC, the time and space complexities are reduced
from O(N®) and O(N?) to both O(N). This is significant for large
training sets. Note that the time complexity of FastVFC is still
O(N3), it is because the SVD operation of a matrix of size N x N has
time complexity O(N>).

Relation to FastVFC. There is some relationship between our
SparseVFC algorithm and the FastVFC algorithm. On the one hand,
both these two algorithms use approximation to the matrix-
valued kernel T to search a suboptimal solution rather than the
optimal solution, and then reduce the time complexity. On the
other hand, our algorithm is clearly superior to the FastVFC, which
can be seen from both the time and space complexities as shown
in Table 1. For FastVFC, it makes a low rank matrix approximation
on the kernel matrix I itself, which does not change the size of T".
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Therefore, the memory requirement is not decreased, and it is still
not implementable for large training sets. Moreover, the FastVFC
algorithm has the same time complexity O(N*) as VFC, due to the
SVD operation and kernel matrix inversion operation in FastVFC
and VFC, respectively. The difference is that the SVD operation in
FastVFC needs to perform only once while the matrix inversion
operation in VFC needs to perform in each EM iteration, and hence
an acceleration can be achieved in FastVFC. In contrast, the
SparseVFC uses a sparse representation and chooses much less
basis functions to approximate the function space, leading to a
significant reduction of the size of the corresponding reproducing
kernel. This sparse approximation (even with random chosen basis
functions) not only significantly reduces both the time and space
complexities, but also does not lead to sacrifice in accuracy, and in
some situations it even gains a little better performance compared
to the original VFC algorithm (as shown in our experiments).

3.2. Application to mismatch removal

In this section, we focus on establishing accurate point corre-
spondences between two images of the same scene. Many of the
computer vision tasks such as building 3D models, registration,
object recognition, tracking, and structure and motion recovery
start by assuming that the point correspondences have been
successfully recovered [42].

Point correspondences between two images are in general
established by first detecting interest points and then matching the
detected points based on local descriptors [43]. This may result in a
number of mismatches (outliers) due to viewpoint changes, occlu-
sions, repeated structures, etc. The existence of mismatches is usually
enough to ruin the traditional estimation methods. In this case, a
robust estimator is desirable to remove mismatches [44-49]. In our
SparseVFC, as shown in the last line of Algorithm 1, a sample being
an inlier or outlier could be determined by its posterior probability
after EM convergences. Using this property, we apply SparseVFC to
the mismatch removal problem. Next, we point out some key issues.

Vector field introduced by image pairs. We first make a linear re-
scaling of the point correspondences so that the positions of
feature points in the first and second images both have zero mean
and unit variance. Let the input xeR" be the location of a normal-
ized point in the first image, and the output yeRP be the
corresponding displacement of that point in the second image;
then the matches can be converted into motion field training set.
For 2D images P = D = 2; for 3D surfaces P = D = 3. Fig. 1 illustrates
schematically the 2D image case.

Kernel selection. Kernel plays a central role in regularization
theory as it provides a flexible and computationally feasible way to
choose an RKHS. Usually, for the mismatch removal problem, the
structure of the generated vector field is relatively simple. We
simply choose a diagonal decomposable kernel [8,9]: I'(x;,X;) =
e A%’ Then we can solve a more efficient linear system instead
of Eq. (31) as

(U'PU + 46*T)C =U'PY, (32)

where the kernel matrix TeRM*M and I;; = e #%%1°, UeRV*M and

U =e %I €= (cy,...,em)" and Y =(y;,....yy)" are M x D and
N x D matrices, respectively. Here N is the number of putative
matches, and M is the number of bases. It should be noted that
solving the vector field learning problem with this diagonal
decomposable kernel is not equivalent to solving D independent
scalar problems, since the update of the posterior probability p,
and variance o2 in Egs. (27) and (28) are determined by all
components of the output y,,.

When it is applied to mismatch removal, there is a problem
which should draw attention. We must ensure that the point set
{Xm : meNy} used to construct the basis functions does not
contain two same points since in this case the coefficient matrix
in linear system (32), ie. (UTPU+ Ac2I), will be singular.
Obviously, this may appear in the mismatch removal problem,
since in the putative match set there may exist one point in the
first image matched to several points in the second image.

3.3. Implementation details

There are mainly four parameters in the SparseVFC algorithm:
v, 4, = and M. Parameter y reflects our initial assumption on the
amount of inliers in the correspondence sets. Parameter 1 reflects
the amount of the smoothness constraint which controls the
trade-off between the closeness to the data and the smoothness
of the solution. Parameter r is a threshold, which is used for
deciding the correctness of a match. In general, our method is very
robust to these parameters. We set y=0.9, 1=3, and r=0.75
according to the original VFC algorithm throughout this paper.
Parameter M is the number of the basis functions used for sparse
approximation. The choice of M depends on both the data (i.e., the
true vector field) and the assumed function space (i.e., the
reproducing kernel), as shown in Eq. (24). We will discuss it in
the experiment according to the specific application.

It should be noted that in practice we do not determine the
value of M according to Eq. (24). On the one hand, it is derived in
the context of providing a theoretic upper bound, and in practice
to achieve a good approximation the required value of M may be
much smaller than this bound. On the other hand, the upper
bound in Eq. (24) is hard to compute, and it is costly to derive a
value of M for each sample set.

4. Experimental setup

In our evaluation we consider synthetic 2D vector field estima-
tion, mismatch removal on 2D real images and 3D surfaces. All the
experiments are performed on a Intel Core2 2.5GHz PC with
Matlab code. Next, we discuss about the datasets and evaluation
criteria.

Synthetic 2D vector field: The synthetic vector field is con-
structed from a scalar function defined by a mixture of five
Gaussians, which have the same covariance 0.25I and centered
at (0, 0), (1, 0), (0, 1), (-1, 0) and (0, -1), respectively, as in [8]. Its

Fig. 1. Schematic illustration of motion field introduced by image pairs. Left: an image pair and its putative matches; right: motion field samples introduced by the point
matches in the left figure. ° and x indicate feature points in the first and second images, respectively.
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gradient and perpendicular gradient indicate a divergence-free
and a curl-free field, respectively. The synthetic data is then
constructed by taking a convex combination of these two vector
fields. In our evaluation the combination coefficient is set to 0.5,
and then we get the synthetic field as shown in Fig. 2. The field is
computed on a 70 x 70 grid over the square [-2,2] x [-2,2].

The training inliers are uniformly sampled points from the grid,
and we add Gaussian noise with zero mean and uniform standard
deviation 0.1 on the outputs. The outliers are generated as follows:
the input x is chosen randomly from the grid; the output y is
generated randomly from a uniform distribution on the square
[-2,2] x [-2,2]. The performance for vector field learning is mea-
sured by an angular measure of error [50] between the learned
vector of VFC and the ground truth. If vy = (v}, vg) and v, = (v}, v?)
are the ground truth and estimated fields, we consider the
transformation v—v = 1/(|(v!,v2, 1)|)(v!, v, 1). The error measure
is defined as err = arccos(Ve, Vg).

2D image datasets: We tested our method on the dataset of
Mikolajczyk et al. [51] and Tuytelaars and van Gool [52], and
several image pairs of non-rigid objects. The images in the first
dataset are either of planar scenes or the camera position was
fixed during acquisition. Therefore, the images are always related
by a homography. The test data of Tuytelaars et al. contains several
wide baseline image pairs. The image pairs of non-rigid object are
made in this paper.

The open source VLFeat toolbox [53] is used to determine the
initial correspondences of SIFT [43]. All parameters are set as the
default values except for the distance ratio threshold t. Usually, the
greater value of t is, the smaller amount of matches with higher
correct match percentage will be. The match correctness is
determined by computing an overlap error [51], as in [9].

3D surfaces datasets: For 3D case, we consider two datasets
used in [54]: the Dino and Temple datasets. Each surface pair are
representations of the same rigid object which can be aligned
using a rotation, translation and scale.

We determine the initial correspondences by using the method
of Zaharescu et al. [54]. The feature point detector is called
MeshDOG, which is a generalization of the difference of Gaussian
(DOG) operator [43]. The feature descriptor is called MeshHOG,
and it is a generalization of the histogram of oriented gradients
(HOG) descriptor [55]. The match correctness is determined as
follows. For these two datasets, the correspondences between the
two surfaces can be formulated as y =sRx +t, where R3,3 is a
rotation matrix, s is a scaling parameter, and ts,; is a translation
vector. We can use some robust rigid point registration methods
such as the Coherent Point Drift (CPD) [41] to solve these three
parameters, and then the match correctness can be accordingly
determined.

5. Experimental results

To test the performance of the sparse approximation algorithm,
we perform experiments on the proposed SparseVFC algorithm,
and compare its approximate accuracy and time efficiency to VFC
and FastVFC on both synthetic data and real-world images. The
experiments are conducted from two aspects: (i) vector field
learning performance comparison on synthetic vector field and
(ii) mismatch removal performance comparison on real image
datasets.

5.1. Vector field learning on synthetic vector field

We perform a representative experiment on a synthetic 2D
vector field shown in Fig. 2. For each cardinality of the training set,
we repeat the experimental process by 10 times with different
randomly drawn examples. After the vector field is learned, we use
it to predict the outputs on the whole grid and compare them to
the ground truth. The experimental results are evaluated by means
of test error (i.e. error between prediction and ground truth on the
whole grid) and run-time speedup factor (i.e. ratio of run-time of
VEC to run-time of FastVFC or SparseVFC) for clarity. The matrix-
valued kernel is chosen to be a convex combination of the
divergence-free kernel I'ys and curl-free kernel I'yy [56] with width
=0.8, and the combination coefficient is set to 0.5. The
divergence-free and curl-free kernels have the following forms:

1 N2 9 x—x"\ /x=x"\T
Ly, X) = ~2e—llx—xl|2/zgz[( - )( - )
o o o

_w'|I12
+((D—1)— ”"&’2‘ [ )1] 33)

/ T
(X, X) = %e—ux_xr‘p/z,;z {1_ <x;x > (x &x ) } . (34)

In order to choose an appropriate value of M on this synthetic
field, we assess the performance of SparseVFC with respect to M
under different experimental setup. Rather than using the ground
truth to assess performance, i.e. the mean of test error, we use the
standard deviation of the estimated inliers [44]

1 1/2
*__ [ L N2
o* = (lﬂény, )| ) , (35)

where 7 is the estimated inlier set in the training samples, and | - |
denotes the cardinality of a set. Generally speaking, smaller value
of ¢* indicates better estimation. The result is presented in Fig. 3a,
we can see that M=60 could reach a good compromise between

Fig. 2. Visualization of a synthetic 2D field without noise and its 500 random samples used in experiment.
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the accuracy and computational complexity. For comparison, we
also present the mean of test error in Fig. 3b. We can see that these
two criterions tend to produce similar choices of M. For FastVFC,
150 largest eigenvalues are used for calculating the low rank
matrix approximation.

We first give some intuitive impression on the performance of our
method, as shown in Fig. 4. We see that SparseVFC can successfully
recover the vector field from sparse training samples, and the
performance is getting better as the number of inlier in the training
set increases. Figs. 5 and 6 show the vector field learning perfor-
mances of VFC, FastVFC and SparseVFC. We consider two scenarios
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for performance comparison: (i) fix the inlier number and change the
inlier percentage and (ii) fix the inlier percentage and change the
inlier number. Fig. 5 shows the performance comparison of the test
error under different experimental setup, we see that both SparseVFC
and FastVFC perform much the same as VFC. Fig. 6 shows a
performance comparison on the average run-time. From Fig. 6a, we
see that the computational cost of SparseVFC is about linear with
respect to the training set size. The run-time speedup factors of
FastVFC and SparseVFC with respect to VFC are presented in Fig. 6b.
We see that the speedup factor of FastVFC is about a constant, since
its time complexity is the same as VFC, both are O(N®). However,
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Fig. 3. Experiments for choosing the sample point number M used for sparse approximation. (a) The standard deviation of the estimated inliers ¢* with respect to M. (b) The
test error with respect to M. The inlier number in the training set is set to 500 and 800, and the inlier percentage is varied among 20%, 50% and 80%.

Fig. 4. Reconstruction of field learning shown in Fig. 2a via SparseVFC. Left: 200 inliers contained in the training set; right: 500 inliers contained in the training set. The inlier

ratios are both 0.5. The means of test error is about 0.072 and 0.044, respectively.
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Fig. 5. Performance comparison on test error. (a) Comparison of test error through changing the inlier ratio in the training sets, the inlier number is fixed to 500.
(b) Comparison of test error through changing the inlier number in the training sets, the inlier ratio is fixed to 0.2.
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Fig. 6. Performance comparison on run-time under the experimental setup in Fig. 5b. (a) Run-time of SparseVFC. (b) Run-time speedup of FastVFC and SparseVFC with

respect to VFC.

compared to FastVFC, the use of SparseVFC leads to an essential
speedup, and this advantage will be significantly magnified with
larger scale of training set.

In conclusion, when an appropriate number of basis functions
are chosen, the SparseVFC algorithm can approximate the original
VEC algorithm quite well, while with a significant run-time
speedup.

5.2. Mismatch removal on real images

We notice that the algorithm demonstrates strong ability on
mismatch removal. Thus we apply it to the mismatch removal
problem and perform experiments on a wide range of real images.
The performance is characterized by precision and recall. Besides
VFC and FastVFC, we use three additional mismatch removal
methods for comparison: RANdom SAmple Consensus (RANSAC)
[57], Maximum Likelihood Estimation SAmple Consensus (MLE-
SAC) [44] and Identifying point correspondences by Correspon-
dence Function (ICF) [47]. RANSAC tries to get as small an outlier-
free subset as feasible to estimate a given parametric model by
resampling, while its variants MLESAC adopts a new cost function
using weighted voting strategy based on M-estimator, and chooses
the solution which maximize the likelihood rather than the inlier
count in RANSAC. The ICF method uses support vector regression
to learn a correspondence function pair which maps points in one
image to their corresponding points in another, and then rejects
the mismatches by checking whether they are consistent with the
estimated correspondence functions.

The structure of the generated motion field is relatively simple
in the mismatch removal problem. We simply choose a diagonal
decomposable kernel with Gaussian form in the scalar part, and
we set f=0.1 according to the original VFC algorithm. Moreover,
the number of basis functions M used for sparse approximation is
fixed in our evaluation, since choosing M adaptively would require
some pre-processing which would increase the computational
cost. We manage to tune the value of M by using a small test
set, and we find that using 15 basis functions for sparse approx-
imation is accurate enough. So we set M=15 throughout the
experiments. For FastVFC, 10 largest eigenvalues are used for
calculating the low rank matrix approximation.

5.2.1. Results on several 2D image pairs

Our first experiment involves mismatch removal on several
image pairs, including wide three baseline image pairs (Tree,
Valbonne and Mex) and three image pairs of non-rigid object
(DogCat, Peacock and T-shirt). Table 2 presents the numbers of
matches as well as the initial correct match percentages in these
six image pairs.

Table 2
The numbers of matches and initial inlier percentages in the six image pairs.

Tree Valbonne  Mex DogCat  Peacock  T-shirt
No. of matches 167 126 158 113 236 300
Inlier pct. (%) 56.29 54.76 51.90 82.30 71.61 60.67

The whole mismatch removal progress on these image pairs is
illustrated schematically in Fig. 7. The columns show the iterative
progress, the level of the blue color indicates to what degree a
sample belongs to inlier, and it is also the posterior probability p,
in Eq. (30). In the beginning, all the SIFT matches in the first
column are assumed to be inlier. We convert them into motion
field training sets which are shown in the 2nd column. As the EM
iterative process continues, progressively more refined matches
are shown in the 3rd, 4th and 5th columns. The 5th column shows
that the algorithm almost converges to a nearly binary decision on
the match correctness. The SIFT matches reserved by the algo-
rithm are presented in the last column. It should be noted that
there is an underline assumption in our method that the vector
field should be smooth, i.e. the norm of the field f in Eq. (13)
should be small. However, for wide baseline image pairs such as
Tree, Valbonne and Mex, the related motion fields are in general not
continuous, and our method is still effective for mismatch
removal. We give an explanation as follows: under the sparsity
assumptions of the training data, it is not hard to seek a smooth
vector field which can fit nearly all the inliers (sparse) well; if the
goal is just to remove mismatches in the training data, the
smoothness constraint can work well.

Next, we give a performance comparison with the other five
methods in Table 3. The geometry model used in RANSAC and
MLESAC is epipolar geometry. We see that MLESAC has slightly
better precisions than the RANSAC with the cost of producing a
slightly lower recall. The recall of ICF is quite low, although it has a
satisfactory precision. However, VFC, FastVFC and SparseVFC can
successfully distinguish inliers from outliers, and they have the
best trade-off between precision and recall. The low rank matrix
approximation used in FastVFC may slightly hurt the performance.
While in SparseVFC, it seems that the sparse approximation does
not lead to degenerated performance, on the contrary, it makes the
algorithm more efficient.

Notice that we did not compare to RANSAC and MLESAC on the
image pairs of non-rigid object. RANSAC and MLESAC depend on a
parametric model, for example, fundamental matrix. If there exist
some objects with deformation in the image pairs, they can no
longer work, since the point pairs will no longer obey the epipolar
geometry.
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Fig. 7. Results on image pairs of Tree, Valbonne, Mex, DogCat, Peacock and T-shirt. The first three rows are wide baseline image pairs, and the rest three are image pairs of non-
rigid object. The columns show the iterative mismatch removal progress, and the level of the blue color indicates to what degree a sample belongs to inlier. For visibility, only
50 randomly selected matches are presented in the first column. (For interpretation of the references to color in this figure caption, the reader is referred to the web version

of this article.)

Table 3
Performance comparison with different mismatch removal algorithms. The pairs in the table are precision-recall pairs (%).
RANSAC [57] MLESAC [44] ICF [47] VFC [9] FastVFC [9] SparseVFC

Tree (94.68, 94.68) (98.82, 89.36) (92.75, 68.09) (94.85, 97.87) (94.79, 96.81) (94.85, 97.87)
Valbonne (94.52, 100.00) (94.44, 98.55) (91.67, 63.77) (98.33, 85.51) (98.33, 85.51) (98.33, 85.51)
Mex (91.76, 95.12) (93.83, 92.68) (96.15, 60.98) (96.47, 100.00) (96.47,100.00) (96.47, 100.00)
DogCat - - (92.19, 63.44) (100.00, 100.00) (100.00, 100.00) (100.00, 100.00)
Peacock - - (99.12, 66.86) (99.40, 98.82) (99.40, 98.22) (99.40, 98.82)
T-shirt - - (99.07, 58.79) (98.88, 96.70) (98.84, 93.41) (98.88, 96.70)

5.2.2. Results on a 2D image datasets

We test our method on the dataset of Mikolajczyk et al., which
contains image transformations of viewpoint change, scale change,
rotation, image blur, JPEG compression, and illumination. We use
all the 40 image pairs, and for each pair, we set the SIFT distance
ratio threshold ¢ to 1.5, 1.3 and 1.0, respectively, as in [9]. The
cumulative distribution function of original correct match percen-
tage is shown in Fig. 8a. The initial average precision of all image
pairs is 69.58%, and nearly 30 percent of the training sets have
correct match percentage below 50%. Fig. 8b presents the cumu-
lative distribution of the number of point matches contained in

the experimental image pairs. We see that most of the image pairs
have large scale of point matches (i.e. in the order of 1000's).

The precision-recall pairs on this dataset are summarized in
Fig. 8. The average precision-recall pairs are (95.49%, 97.55%),
(97.95%, 96.93%), (93.95%, 62.69%) and (98.57%, 97.78%) for RAN-
SAC, MLESAC, ICF and SparseVFC, respectively. Here we choose
homography as the geometry model in RANSAC and MLESAC. Note
that the performances of VFC, FastVFC and SparseVFC are quite
close, thus we omit the results of VFC and FastVFC in the figure for
clarity. From the result, we see that ICF usually has high precision
or recall, but not simultaneously. MLESAC performs a little better
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Fig. 8. Experimental results on the dataset of Mikolajczyk et al. (a) Cumulative distribution function of original correct match percentage. (b) Cumulative distribution
function of number of point matches in the image pairs. (c) Precision-recall statistics for RANSAC, MLESAC, ICF and SparseVFC on the dataset of Mikolajczyk. Our method (red
circles, upper right corner) has the best precision and recall overall. (For interpretation of the references to color in this figure caption, the reader is referred to the web

version of this article.)

than RANSAC, and they both achieve quite satisfactory perfor-
mance. This can be explained by the lack of complex constraints
between the elements of the homography matrix. Our method has
good performance in dealing with the mismatch removal problem,
and it has the best trade-off between precision and recall com-
pared to the other three methods.

We compare the approximate accuracy and time efficiency of
SparseVFC to VFC and FastVFC in Table 4. As shown in it, both
FastVFC and SparseVFC approximate VFC quite well, especially our
method SparseVFC. Moreover, SparseVFC achieves a significant
speedup with respect to the original VFC algorithm, of about 300
times on average. The run-time of RANSAC is also presented in
Table 4, and we see that SparseVFC is much more efficient than
RANSAC. To prevent the efficiency of RANSAC from decreasing
drastically, usually a maximum sampling number is preset in the
literature. We set the maximum sampling number to 5000.

The influence of different choices of basis functions for sparse
approximation is also tested on this dataset. Besides the random
sampling, we consider three other different methods: (i) simply
use M x +/M uniform grid points over the bounded input space;
(ii) find M clustering center of the training inputs via k-means
clustering algorithm,; (iii) pick M basis functions minimizing the
residuals via sparse greedy matrix approximation [17]. The aver-
age precision-recall pairs of these three methods are (98.58%,
97.79%), (98.57%, 97.75%) and (98.58%, 97.79%), respectively. We
see that all the three approximation methods produce almost the
same result as the random sampling method. Therefore, for the
mismatch removal problem, it does not seem that selecting the
“optimal” subset using sophisticated methods improves the per-
formance compared to a random subset. However, in the interests
of computational efficiency, we may be better off simply choosing
a random subset of the training data.

Next, we study on using different kernel functions for robust
learning. Two additional matrix-valued kernels are tested, such as
a decomposable kernel [8]: I‘(x,-,xj)ze‘/’"xx‘xﬂVA with A=wlp,p
+(1-wD)Ip,p, and a convex combination of the divergence-free
kernel I'ys and curl-free kernel I'y. Note that the form kernel will
degenerate into a diagonal kernel when we set w=0. In our
evaluation, the combination coefficients in these two kernels are
selected via cross-validation. The results are summarized in
Table 5. We see that SparseVFC approximate VFC quite well under
different matrix-valued kernels. Moreover, using a diagonal
decomposable kernel is adequate for the mismatch removal
problem; it can reduce the complexity of the linear system, i.e.
Eq. (32), while with only a negligible decrease in accuracy.

Finally, we use this dataset to investigate the influence of the
choice of M, the number of basis functions. Besides the default
value 15, three additional values of M including 5, 10 and 20 are
tested, and the results are summarized in Table 6. We see that

Table 4
Average precision-recall and run-time comparison of RANSAC, VFC, FastVFC and
SparseVFC on the dataset of Mikolajczyk.

RANSAC [57]  VFC[9] FastVFC [9] SparseVFC

(p. 1) (95.49, 9755)  (98.57,97.75)  (98.75,96.71)  (98.57, 97.78)
t(ms) 3784 6085 402 21

Table 5

Performance comparison by using different matrix-valued kernels for robust
learning. DK: decomposable kernel; DFK+CFK: combination of divergence-free
and curl-free kernels.

DK, =0 DK, w#0 DFK+CFK
VFC [9] (98.57, 97.75) (98.66, 97.91) (98.69, 97.65)
SparseVFC (98.57, 97.78) (98.66, 97.93) (98.67, 97.71)
Table 6

Performance comparison by choosing different numbers of basis functions.

M 5 10 15 20

(2] (9810, 96.88)  (98.57,97.73)  (98.57,97.78) (9857, 97.79)
t(ms) 12 15 21 49

SparseVFC is not very sensitive to the choice of M, and even M=5
can achieve a satisfied performance. It should be noted that better
approximate accuracy can be achieved by choosing M adaptively.
For example, first compute the standard deviation of the estimated
inliers ¢* (i.e. Eq. (35)) under different choices of M, and then
choose the one with the smallest value of ¢*. However, such
scenario would significantly increase the computational cost, since
it requires to run the algorithm once for each choice of M.
Therefore, fixing the value of M to a constant large enough, i.e.
15 in this paper, will achieve a good trade-off between the
approximate accuracy and computational efficiency.

5.2.3. Results on 3D surface pairs

Since VFC is not influenced by the dimension of the input data,
now we test the mismatch removal performance of SparseVFC on
3D surface pairs and compare it to the original algorithm. Here the
parameters are set as the same values as in the 2D case.

The two surface pairs Dino and Temple are shown in Fig. 9. As
shown, the capability of SparseVFC is not weakened in this case.
For the Dino dataset, there are 325 initial correspondences with
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Fig. 9. Mismatch removal results of SparseVFC on two 3D surface pairs: Dino and Temple. There are 325 and 239 initial matches in these two pairs, respectively. For each
group of results, the left pair denotes the identified putative correct matches (Dino 263, Temple 216), and the right pair denotes the removed putative mismatches (Dino 62,

Temple 23). For visibility, at most 50 randomly selected correspondences are presented.

264 correct matches and 61 mismatches; after using the Spar-
seVFC to remove mismatches, 263 matches are preserved and all
of which are correct matches. That is to say, all the false matches
are eliminated while discarding only 1 correct match. For the
Temple dataset, there are 239 initial correspondences with 215
correct matches and 24 mismatches; after using the SparseVFC to
remove mismatches, 216 matches are preserved, in which 214 are
correct matches—that is, 22 of 24 false matches are eliminated
while discarding only 1 correct match. Performance comparison
are presented in Table 7, we see that both FastVFC and SparseVFC
have a good approximation to the original VFC algorithm. There-
fore, the sparse approximation used in our method works quite
well, not only in the 2D case, but also in the 3D case.

6. Conclusion

In this paper, we study a sparse approximation algorithm for
vector-valued regularized least-squares. It searches a suboptimal
solution under an assumption that the solution space can be
represented sparsely with much less basis function. The time
and space complexities of our algorithm are both linear in the
scale of training samples, and the number of basis functions is
manually assigned. We also present a new robust vector field
learning method called SparseVFC, which is a sparse approxima-
tion to VFC, and apply it to solving the mismatch removal problem.
The quantitative results on various experimental data demonstrate
that the sparse approximation leads to a vast increase in speed
with negligible decrease in performance, and it outperforms
several state-of-the-art methods such as RANSAC from the per-
spective of mismatch removal.

Our sparse approximation addresses a generic problem for
vector field learning, and it can be applied to other methodologies
which can be converted into the vector field learning problem, for
example, the Coherent Point Drift algorithm [41] designed for
point registration. The sparse approximation of the Coherent Point
Drift algorithm is described in detail in Appendix. Besides, our
approach also has some limitations, for example, the sparse
approximation is validated only in the case of ¢ loss. Our future
work shall focus on (i) determining the basis number automati-
cally and efficiently and (ii) validating the sparse approximation
under different types of loss functions.

Table 7

Performance comparison of VFC, FastVFC and SparseVFC on two 3D surface pairs:
Dino and Temple. The initial correct match percentages are about 81.23% and
89.96%, respectively.

VFC [9] FastVFC [9] SparseVFC
Dino (98.87, 99.62) (100.00, 99.62) (100.00, 99.62)
Temple (99.07, 99.53) (99.07, 99.53) (99.07, 99.53)
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Appendix A. Sparse approximation for coherent point drift

The Coherent Point Drift (CPD) algorithm [41] considers
alignment of two point sets as a probability density estimation
problem. Given two point sets Xip,1 =(X!,....X))"T and Yip.1 =
1, ....yp)" with D being the data point's dimension, the algorithm
assumes the points in Y are the Gaussian mixture model (GMM)
centroids, and the points in X are the data points generated by the
GMM. It then estimates the transformation T which yields the best
alignment between the transformed GMM centroids and the data
points by maximizing a likelihood. There the transformation T is
defined as an initial position plus a displacement function f:
T(y) =y + f(y), where f is assumed to come from an RKHS # and
hence has the form of Eq. (8).

Similar to our SparseVFC algorithm, the CPD algorithm also
adopts an iterative EM algorithm to alternatively recover the
spatial transformation and update the point correspondence.
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And in the M-step, for recovering the displacement function f, it
needs to solve a linear system similar to Eq. (10), which takes up
most of the run-time and memory requirements of the algorithm.
The sparse approximation again could be used here to reduce the
time and space complexity.

In the iteration of CPD algorithm, the displacement function f
can be estimated from minimizing an energy function as

1 L K 2 A 2
&b =55 X X pulxi=yi~f@ll* + 5 Ifl7, (36)
202120120 2

where py is the posterior probability of the correspondence
between two points y, and X;, and ¢ is the standard deviation of
the GMM components.

Using the sparse approximation, we search a suboptimal f*
with the form Eq. (12). Due to the choice of a diagonal decom-
posable kernel I'(y;,y;) = e /Wi YI’L, Eq. (36) becomes

L N N
£C)= 217121 I(diag(P. p®lp.p) >X -Y-UOI? + 5€TC,  (37)
where P = {p,} and P.; denotes the I-column of P, kernel matrix I’
is a M x M block matrix with the (i,j)-th block I'(y;,¥;), Uisak x
M block matrix with the (i,j)-th block I'(y;,y;), Xf =(X;;...;X)) is a
KD x 1 dimensional vector, and C=(cy;...;cy) is the coefficient
vector.

Taking the derivative of Eq. (37) with respect to the coefficient
vector C and setting it to zero, we obtain a linear system

(UTdiag(P1)U + 16°I"C = U'PX-U"diag(P1)Y, (38)

where the kernel matrix TeRM*M and I;; = e Wi Vi’ UeRK*M and
U; —e WYl 1 is a column vector of all ones, € =(cy,...,cpm)",
X=(x,....x;)" and Y=(y;,....,yx)'. Here M is the number
of bases.

Thus we obtain a suboptimal solution from the coefficient
matrix C. This corresponds to the optimal solution f°, i.e. Eq. (8),
with the coefficient matrix € determined by the linear system [41]

(T + ic2diag(P1) 1€ = diag(P1)"'PX-Y, 39)

where TeRK*K with T = e %I and € = (c1, ..., cx)".
Since it is a sparse approximation of the CPD algorithm, we

name this approach SparseCPD. We simply summarize the Spar-
seCPD algorithm in Algorithm 2.

Algorithm 2. The SparseCPD Algorithm.

Input: Two point sets X and Y
Output: Transformation 7
Parameter initialization, including M and all the parameters in
CPD
repeat
E-step :
Update the point correspondence
M-step :
Update the coefficient vector € by solving linear system (38)
Update other parameters in CPD

)

until converges;
The transformation 7 is determined according to the

coefficient vector C.

g s W
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